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ABSTRACT
In recent years Virtual Reality technologies have enabled as-
tronomers to recreate and explore three dimensional struc-
tures of the Universe for scientific purposes. Mars, due to
its scientific interest, has been the focal point of numerous
research projects using these technologies, however, none of
these virtual reality tools have been developed specifically
for entertainment purposes.

The focus of this paper is to present MarsVR, as an en-
tertainment research project that educates people on the
topography and orography of the planet Mars from the per-
spective of popular science. Some projects have been de-
signed MarsVR for entertainment purposes and include the
latest advances in 3D real time applications. However, these
applications have underestimated the relevant data neces-
sary for simulating the planet Mars as an interactive virtual
environment.
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1. INTRODUCTION
The realistic recreation of interplanetary flights has been

one of the most ambitious goals in fields such as astronomy
and astrophysics [11]. In the search of mechanisms for repre-
senting this type of simulations, Virtual Reality has become
the most common and viable option for many different sci-
entists. Virtual Reality not only provides great images, it
also gives the user the feeling of navigation and manipula-
tion of the virtual world. Researchers of space sciences have
been paying close attention to these technologies.

Systems based on virtual reality technologies are com-
plex to design and implement. However, this complexity
becomes more evident when virtual reality systems are de-
veloped in the scope of astronomy for two reasons. First,
the amount of data (in terms of number of polygons and
textures) handled by these applications in real-time exceeds
the capacity of personal computers for processing and rep-
resenting this kind of synthetic environments (planets [31,
32], constellations of stars [29, 35], etc). Secondly,this par-
ticular limitation causes most three-dimensional re-creations
for astronomy purposes possible only by means of high-end,
shared memory computers [34]. These applications are usu-
ally designed on immersive visualization devices like CAVEs
[7], DisplayWalls or Spherical systems [29]. Immersive vi-
sualization environments are virtual reality systems where
users can view, navigate and/or modify three dimensional
models with a first-person perspective. The type of immer-
sion achieved in these complex and expensive systems enable
users to behave in the 3D virtual scene in the same way they
would behave in a real environment.

The case of Virtual Reality for entertainment purposes is
quite different. The commercial development of entertain-
ment applications based on Virtual Reality technologies ap-
peared as extensions of existing serious applications of flight



simulation training in the late 1980’s [2]. Although these ap-
plications received much attention in the early 1990’s [15],
the cost of the final system was so high that it became un-
affordable for commercial purposes. This situation changed
when affordable game machines (which included virtual re-
ality technologies) were introduced to the home market [36].
Unlike scientific projects based on Virtual Reality, the simu-
lated environment in virtual reality games was significantly
different from reality. Since design of virtual reality games
is focused on maximizing the playability while maintaining
a significant level of graphic quality, the realistic recreation
of represented scenes were not a priority objective. This
behavior is evident in the case of the famous game Doom3

(the action happens on the planet Mars) where the graphics
performance of the game hides a few astronomy mistakes
[14].

In this paper we present an entertainment virtual real-
ity system called MarsVR. The intention of MarsVR is to
spread knowledge about the planet Mars with a special fo-
cus on the efficiency and implications of geographic visu-
alizations as a key aspect in planetary science education.
Even though several systems have recreated the Mars sur-
face using virtual reality techniques [10, 12, 26, 27, 29, 30],
to our knowledge no entertainment system has achieved this
objective while maintaining the level of realism required for
the teaching of astronomy and astrophysics. The research
involved in the development of MarsVR project is funded by
the regional government of Aragon (Spain) and was moti-
vated to stimulate the interest of students of all ages in the
learning of planetary science.

To improve the experience of users in the virtual environ-
ment we use the CAVE environment [7, 12] for displaying
the surface of Mars. Moreover, we employ a head track-
ing system to monitor the observer’s position as well as a
wireless stereoscopic visualization system.

The first version of the MarsVR system has already been
presented in two popular science exhibitions. In both demon-
strations, MarsVR not only attracted the attention of the
general public to the Red Planet, but also allowed us to
test the multiplatform capability of our system in terms of
both operative systems and immersive visualization hard-
ware support

The rest of the paper is organized as follows: Section 2
refers to related work that has been done in the field of ap-
plication of Virtual Reality technologies for the teaching of
astronomy at all levels. Section 3 describes the proposed
system architecture and discusses basic issues for the per-
formed implementations of MarsVR on different hardware
platforms. Section 4 shows results obtained by the devel-
oped system when it was presented in two different science
exhibitions. Finally, Section 5 presents some concluding re-
marks and the future work to be done.

2. RELATED WORK
Historically, the greatest value of Virtual Reality in as-

tronomy is its ability to allow scientists to explore the three
dimensional structure of the Universe [19]. The main ap-
plications of Virtual Reality developed in this scientific field
showed the complexity embedded in 3D graphics applica-
tions when planets, stars or galaxies are simulated.

The level of complexity involved in the development of
virtual reality applications for astronomy purposes have not
impeded research projects that show the real potential of

virtual reality techniques when they are applied to the space
and planetary sciences [34]. In this sense, the development
of new techniques and equipments in the field of Virtual
Reality has been quickly adopted and applied with great
success in astronomy projects [12, 6, 17, 24, 27, 31, 32]. In
[32] a three dimensional model of the planet Earth using a
third-person navigation can be explored through an HMD
(Head Mounted Diplay) device. This device includes stereo
visualization and a tracking system for telling the computer
the position and orientation of the user’s head. Using the
planet Earth,recent work demonstrates the most common
visualization techniques for the recreation of synthetic ter-
rains [31].

Other efforts have brought the 3D visualization of astro-
nomical data to the general public in digital form. Digital
planetaria, such as the Hayden Planetarium in New York
and the Denver Science Museum have developed a consider-
able body of visualization work with astronomical data for
entertainment and education purposes. On a lower level,
companies and organizations such as Spitz Inc., Sky-Skan,
Immersion Institute, Immersion Studios Inc. and the JA-
SON Foundation have developed entertainment and educa-
tion productions oriented to immersive visualization devices.

The wide diversity of astronomy projects based on Vir-
tual Reality has recreated synthetic scenarios for the Earth
[31, 32, 6], the Moon [17] and the Sun [24]. However, the
recreation of planet Mars surface has attracted the interest
of researchers from the point of view of Computer Graph-
ics. This interest is derived from the need to represent huge
amounts of data obtained from Mars Global Surveyor and
Mars Pathfinder space probes. Unlike Mars Global Sur-
veyor (succeeded in entering orbit around Mars in Septem-
ber 1997) the objective of Mars Pathfinder was to land on
Mars’ surface and to release a 23-pound rover named So-
journer that explored the landing area collecting data and
taking images [18]. The recreation of the Pathfinder mission
[27], including the Sojourner rover [26], using virtual real-
ity techniques showed unprecedented results in the field of
astronomy and validated virtual reality as a powerful carto-
graphic tool.

Taking into account the success of previous works, fur-
ther contributions extended the scope of virtual reality tech-
niques for cartographic purposes by incorporating new ele-
ments in the realistic simulation of the Mars surface. These
contributions not only add visual quality to the virtual scenes
[3], but also include the use of haptic devices [30] and im-
mersive visualization systems [12] in order to improve the
interaction with the virtual environment.

As interactive systems based on Virtual Reality were be-
coming more accessible to the public, astronomers took ad-
vantage of the capabilities provided by these technologies for
improving the quality of the teaching in astronomy and as-
trophysics at different levels. In this sense, a virtual reality
system has been presented for the purpose of understanding
basic astronomical phenomena such as the reasons for the
seasons, lunar and solar eclipses [35]. In this system stu-
dents can visualize relationships between objects (the Earth,
Moon, and Sun) and events (such as eclipses) from different
3D perspectives. More recently, a paper has shown the suc-
cessful experiences of a set of undergraduate students when
they have studied an introductory planetary geology course
on Mars by using an immersive visualization system (CAVE)
[10].



3. MARS-VR
In this section, we describe the MarsVR software that we

have developed in order to show a realistic representation
of the surface of the planet Mars for educational and en-
tertainment purposes. Presently, the rental of standard and
custom immersive visualization devices (like CAVEs [7], Dis-
playWalls, or Spherical systems [29]) for corporate events,
trade shows, rotating temporary attractions or exhibitions
has become widespread, one of the main objectives in the
design of MarsVR is to provide a multiplatform capability.
In the case of MarsVR, this capability is provided in terms
of both operative system and support of immersive visual-
ization hardware.

3.1 Design Considerations
The intent of MarsVR is to show the topography and the

particular orography of the planet Mars. In order to enjoy
the demonstration, which consists of a 3D tour through the
Martian surface, MarsVR offers the user two funny ways of
navigation within the virtual world. These two possibilities
for exploring the surface of the planet places the user behind
the controls of a spacecraft or inside a roller coaster car.
The ride is not only performed at ultrasonic speeds, but also
includes two double loops and several corkscrew turns. Even
though the inclusion of roller coaster rides within Virtual
Reality applications is not a novel idea [23], we have adapted
the physics of this navigation mechanism to the values found
in the atmosphere of planet Mars [33].

In order to capture the attention and interest of the gen-
eral public to planetary science, a basic requirement (de-
fined during the system specification phase) is to exploit
the advantages of immersive visualization systems [7, 12,
10]. Immersive visualization on multi-screen systems where
one or two video outputs are required for each projection
surface. Presently, immersive visualization systems are de-
signed on two different hardware platforms: dedicated, high-
end, shared memory computers including commercial oper-
ative systems [4, 7], and on the opposite extreme, a cluster
of commodity computers running open source operative sys-
tems [25].

Figure 1 shows an example of the scheme of a typical
immersive visualization system based on a cluster of com-
modity computers (graphics cluster [22]). In this case, the
system is composed of three computers (connected through
a Fast Ethernet switch) where each of these contributes to
the composition of a section of the final 3D virtual scene.
This figure shows how outputs of the three graphic cards
are configured to be horizontally concatenated providing a
side-by-side display. Since most of development tools of im-
mersive visualization systems are multi-platform, the clus-
ter nodes can be equipped with different operating systems,
or they can be designed even on different hardware architec-
tures. This type of systems are called heterogeneous clusters
[25].

The seeming exclusive use of high-end computers has been
displaced by commodity hardware for these purposes (since
it has become a low-cost alternative), both system design
alternatives still coexist. Because of this reason, MarsVR
has been developed as a multiplatform software to cover the
spectrum of immersive visualization systems. At present,
MarsVR project is available for SGI, Linux and Windows
NT/XP platforms. The feature offered by MarsVR to be
executed on the platforms of the main immersive visualiza-

Figure 1: Example of the execution of MarsVR on a
common immersive visualization system composed
of a reduced set of commodity computers.

tion systems forces us to tackle some design considerations
dependent on the corresponding system platform. These
considerations are relevant for the implementation of the
terrain visualization module described in Section 3.3.

3.2 System Architecture
Because of design considerations described in the previous

section, the development of MarsVR has been performed
utilizing a software architecture approach based on cluster
computing. The reason for this choice is to enable the dif-
ferent level of graphics workload required by the immersive
visualization devices to be used. A immersive visualization
device consists (among other resources) of a set of projec-
tion surfaces. Since each surface could be used for enabling
monoscopic or stereoscopic view, a CAVE system based on a
C6 configuration (six-sided virtual reality room) [7, 10, 12],
it could require up to twelve graphic inputs from multiple
sources.

Figure 2: A layered view of the software architecture
in MarsVR application.

In order to handle these requirements, the software ar-
chitecture of MarsVR system is based on a cluster system



composed of a set of nodes. Figure 2 shows how the archi-
tecture of MarsVR is organized as a set of components that
are arranged following a layered approach. Each node in the
cluster runs a distinct and complete copy of the MarsVR ap-
plication identified by the Clustering Layer. This top layer
is independent of the actual implementation of the graphics
features included in MarsVR. Clustering layer achieves the
creation of a single system image through use of distributed
processing to collect and compute resources together. This
software layer is in charge of mimicking the behavior of a
single, shared memory computer and showing the system as
a single unit to the application developer.

The same encapsulation idea has been applied for the de-
velopment of the lowest layer in MarsVR called Network
Layer. The Network Layer provides a message-passing in-
terface for communicating with the entire cluster. In this
instance, this layer is an abstraction of the nodes in the
cluster to communicate. The Network Layer offers an in-
terface for exchanging messages with the rest of the nodes
of the system as well as maintaining local repositories for
building messages and processing them. These character-
istics compose the network access function of MarsVR and
avoids the low-level access of the Application Layer to the
network device drivers.

The Application Layer is the most important layer in the
entire model. The Application Layer is built on top of the
Network Layer and implements the main functionality of
MarsVR. This layer is controlled by a finite state machine
(FSM) which accesses the results provided by four software
modules in each frame. The finite state machine consists of
four states describing the behavior of the 3D tour through
the planet Mars. These steps, corresponding to the stages in
the planetary exploration, are described in Section 4. The
modularity introduced into this layer of design not only al-
lows easy future expansion, but also offers the possibility of
modifying the application model by adding more software
components. The rest of the four software modules con-
trolled by the finite state machine in the Application Layer
are called: Synchronization Module, Physics Module, HUD
Module and Terrain Generation Module.

Synchronization Module ensures that all the applications
running on the cluster nodes begin their execution on the
same frame. This module creates a software barrier by send-
ing signals between the cluster nodes. The Synchroniza-
tion Module uses a master/slave paradigm where each slave
sends a signal to the master immediately before swapping
the frame buffers. The master is identified through a specific
configuration, and the remaining nodes are then identified as
slaves. All the slaves then suspend their execution, waiting
for the master to send a response signal. The master sends
its response immediately before invoking the frame buffer
swap operation. Once it has received the response from the
master, the slaves perform the frame buffer swap.

Physics Module included in MarsVR is responsible for cal-
culating the position, movement and interaction of the user
with the surrounding environment. The complexity of this
software module is caused by two aspects. First, the size,
density and gravity of the Mars Planet vary significantly
from the values measured for the planet Earth. Second, and
related to the preceding point, is related to the workload
generated by the flight modes included in MarsVR. These
two out-of-the-ordinary exploration modes included in the
3D tour correspond to a spaceflight and a roller coaster ride

over the Mars surface. In this sense, the trajectory of the
spacecraft is modeled as a cubic spline interpolation. This
interpolation uses cubic polynomials to attempt to model a
smooth and continuous trajectory which joins a reduced set
of points located within the scene [5]. On the other hand, in
order to recreate a true roller coaster experience, the roller
coaster ride is designed following a realistic physics model
described in [33].

HUD Module shows information related to the current
position of the user within the virtual scene. This informa-
tion is located on the upper-right corner of the screen. For
each frame, HUD (Head-Up Display) module depicts the
current user information following two different criteria. On
the one hand, a text panel informs users about information
related to the current altitude above sea level, speed and
position coordinates (in terms of latitude and longitude).
This panel also shows information about the name of the
region in which the user is currently located (Mars surface
is divided into 30 different regions). On the other hand,
the current user position is marked with a point on a small
three-dimensional representation of the planet Mars. This
small three-dimensional model is located above the surface
corresponding to the text panel and is surrounded by the
textual information previously described.

Terrain Generation Module (TGM) is one of the main con-
tributions of MarsVR. TGM is really an advanced real-time
GIS (Geographic Information System) application. The main
objective of TGM is to build and keep a consistent represen-
tation of the Mars surface in real time. In order to obtain
the maximum visual quality from the original data without
sacrificing system performance, TGM includes a multireso-
lution model of the terrain consisting in a new hierarchial
triangulation model based on a non-restricted quadtree rep-
resentation. Moreover, and depending on the system plat-
form, bumpmapping techniques based on pixel shader have
been incorporated into TGM to create advanced lighting ef-
fects [9].

3.3 Planetary Terrain Visualization
TTraditionally, the real time visualization of various com-

puter generated terrain has become a hot research topic in
the field of Computer Graphics. Nowadays, different tech-
niques have been proposed to manage massive textured ter-
rain datasets without burdening the CPU and to fully ex-
ploit the power of current graphics hardware [16]. As a
consequence, it is possible to employ commodity comput-
ers with much lower costs than would be necessary with the
high-end, shared memory computers that have been nor-
mally used for the recreation of this type of environment.

These techniques are based on multiresolution models where
the different levels of detail of the objects are grouped in a
single data structure. Each time the virtual scene is drawn,
the rendering program chooses the preferable level of detail
depending on the position of the observer [21]. The terrain
system is designed to perform asynchronous loading when-
ever possible to minimize the instantaneous drop in frame
rate due to terrain loading.

A common approach for the visualization of large scale
terrains consists of a multiresolution model for terrain tex-
ture which cooperates with a multiresolution model for ter-
rain geometry [8]. In this approach, an image pyramid and
a texture tree are constructed for each texture layer. There-
fore, multiple texture layers can be associated with one ter-



rain model and can be combined in different ways. Although
new techniques that have been recently proposed for the
planetary terrain visualization following this approach [13],
these types of techniques demand a tightly coupled integra-
tion between both multiresolution models. Since MarsVR
has been developed as multiplatform software and the im-
plementations of the most common graphics intensive tech-
niques depend on the hardware architecture, we have de-
signed the terrain visualization system included in MarsVR
using a decoupled mechanism. In this mechanism, we have
divided the processing of terrain geometry and terrain tex-
ture. This division has been performed in order to maximize
both the frame rate and the visual quality of the generated
scenes, independently of the system platform

All real data used in the development of MarsVR have
been obtained from the observations acquired by Mars Global
Surveyor (MGS) and Viking missions [18]. On the one hand,
the data for generating the terrain geometry is based on
topographical data obtained by the Mars Orbiter Laser Al-
timeter (MOLA) device. This device is included as an in-
strument aboard NASA’s Mars Global Surveyor spacecraft.
On the other hand, the data source for the terrain textures
corresponds to the high resolution images obtained by the
Imaging System included in Viking 2 Orbiter. The Mars
Global Surveyor includes an image capturing system called
MOC (Mars Orbiter Camera), but the available datasets ob-
tained from this device offers a lower resolution than whole-
planet color map available from the Viking 2 mission.

3.3.1 Processing the terrain geometry
One of the main motivations behind the MarsVR project

was the creation of an entertainment tool for educational
purposes based on a three-dimensional model of the planet
Mars. Since this tool was initially designed as a 3D tour (as
it is described in Section 3.2), starting from an interplan-
etary flight and finishing as a virtual flight over the Mars
surface, the range in the scale of the involved data was large.
Like most of GIS applications, MarsVR handles geographic
data ranging from local to global in scope [3, 13]. There-
fore, an interface that easily handles this range in scale is
important.

This interface has been defined as a globe-centric viewing
environment. The nature of this Martian globe provides a
seamless view of the planetary geography [6]. Figure 3 shows
how this has been implemented at the lower resolution level
of this interface. This level models the entire globe as a
cube and divides it into six 90-degrees square planes. Four
planes compose the central region of the globe, between 45
degrees north and south. The last two planes cover the
polar regions. The surface geometry of the sphere has been
augmented with elevation data.

The MOLA dataset (a packed set of data obtained from
MOLA altimeter) is organized as a large two-dimensional
matrix with longitude and latitude serving as the dimen-
sions. The value at a given longitude and latitude is the
average altitude for that area. This data is entered into a
global grid where each point is spaced 60 kilometers (apart
at the equator) and represents 27 million elevation measure-
ments performed between 1998 and 1999. Each elevation
point is known with an accuracy of 13 meters in general
with large areas of the flat northern hemisphere with an
accuracy of better than two meters.

Figure 3: Lower resolution levels of the proposed in-
terface designed as a globe-centric environment and
implemented using a six-sided cube.

The first step in the processing of the terrain geometry
consisted in (after all radiometric and brightness correc-
tions) the creation of a Digital Terrain Model (DTM) of
the downloaded data. Despite this regular structure (com-
posed of a huge amount of data) could be segmented into
several square tiles, its processing would exceed the capacity
of any computer (in terms of main memory and graphic card
requirements). For this reason, we have decided to handle a
terrain representation based on a quadtree approach.

A quadtree is a well-known structure in Computer Graph-
ics [6, 8, 16, 20]. Basically, a quadtree is a hierarchical data
model that recursively decomposes a map into smaller re-
gions. Each node in the tree has four children nodes, each
of which represents one quarter of the area that the parent
represents. Although several contributions which have been
proposed both for real-time management of level-of-detail
reduction and for display of highly complex polygonal sur-
face data [8, 13, 16], we have used the NRQT model [20].
The NRQT (Non-Restricted Quadtree Triangulation) model
avoids the use of restricted quadtrees. A restricted quadtree
is a limited quadtree whose neighboring elements must be
the same size within a factor of two. The NRQT approach
not only prevents possible cracks in the terrain surface, but
also uses a lower number of triangles than restricted hierar-
chical triangulations, commonly used for this kind of pur-
pose [16].

The off-line processing mechanism included in NRQT model
considers a precomputation stage. In this stage, we obtained
six levels of detail for each one of the six planes mentioned
above. These six levels, corresponding to the six precalcu-
lated quadtree pyramids, generate 5461 nodes and require
2.79GB of disk space. The content of each node represents
the level of resolution for a different level of detail, the num-
ber of triangles included in these nodes ranges from 2 to
12608. The average number of triangles is approximately
1580 and the standard deviation is roughly 1933.

Figure 4 shows an example of a large scale Martian ter-
rain visualization obtained from MarsVR (figure left) and
the representation of this terrain using the non-restricted
quadtree triangulation NRQT (figure right). The repre-
sented terrain corresponds to Olympus Mons considered as
the largest known volcano of the solar system with a diam-



Figure 4: Images obtained from MarsVR corresponding to the Olympus Mons zone on Mars surface. Left:
Final aspect of the terrain representation using the NRQT model. Right: Representation of the final triangle
mesh based on the restricted quadtree representation of the space for the visualized terrain.

eter of 650 kilometers. Both images were obtained from an
altitude of 35 kilometers. The right figure shows the node
levels obtained from NRQT triangulations are independent
from the rest. In this sense, and in order to keep conti-
nuity among neighboring regions with different resolution,
this figure shows how triangle strips or triangle fans avoid
cracks between neighboring tiles. Moreover, as any one other
method based on quadtree representation of the terrain, the
resolution of terrain tiles are constantly adapted according
to the viewing distance.

3.3.2 Processing the terrain textures
There are several data sources containing thousands of

pictures related to the surface of the planet Mars. However,
most of them either show distorted pictures or do not cover
the surface of the entire planet. The most appropriate im-
age source for our purposes belongs to the United States
Geographical Survey (USGS) Astrogeology Research Pro-
gram. This organization has taken Viking 2 era photographs
and processed them to eliminate spherical distortions and
aligned the resulting photograph mosaics with landmarks in
the MOLA data. The resulting dataset is called the Mars
Global Digital Image Mosaic (MDIM) [1]. The current ver-
sion of MDIM dataset (called MDIM 2.1) includes 30 files
covering the planet, except for the poles. The total size
of the files corresponding to this dataset version (256 pix-
els/degree version) is about 2.60GB.

Despite the quality of the images included, the MDIM
dataset is four times higher than the MOLA data, the actual
resolution of MDIM images is about 250 meters/pixel. Both
the low resolution of the original textures and the huge size
of the dataset have led us to incorporate some additional
visualization techniques included in the current version of
MarsVR. These techniques have allowed us to improve the
visual quality of the generated virtual scenes and to manage
this amount of texture data. As Section 3.1 describes, these
advanced visualization techniques are specific to the graph-
ics hardware and require an additional development effort
when they are included as part of a multiplatform applica-
tion. In order to cover the most important types of immer-
sive visualization systems, we have addressed both problems
from two different perspectives. On the one hand, tech-
niques based on clipmapping textures give support to han-
dle huge amount of textures. On the other hand, techniques
based on vertex and pixel shaders address the problem of

the low texture resolution by providing advanced lighting
effects [9].

Clipmapping techniques were initially oriented to the graph-
ics hardware included in most of Silicon Graphics Comput-
ers. A multiresolution image can be composed of different
images that explicitly define the levels of details. Iris Per-
former, the Silicon Graphics standard, organizes texture in
a pyramidal structure where each level has twice the res-
olution compared to the lower one [28]. The clipmapping
technique determines which resolution is to be applied to
each region depending on the view-point position. Follow-
ing this technique, we have performed the construction of
the clipmapping pyramid from the texture data included in
MDIM dataset. Since this texture dataset can be joined as
a single 32.768x32.768 texture, this large texture file was se-
lected as the lower level of the clipmapping pyramid. Start-
ing from this level, our design stacks eight texture levels.
Taking into account that each level has half the resolution
compared to the higher one, the top level of the clipmap-
ping pyramid structure corresponds to the division of the
Mars terrain into square sections of 512x512 pixels. The to-
tal clipmapping process takes an average of 50 minutes on
a SGI Onyx2 workstation with 4 R10000 processors and 2
GB of RAM memory. In our case, this pyramid generation
process generates 5461 texture files (to complete all texture
levels) with a total size of about 4.00GB.

Although clipmapping techniques allow us to represent
large terrains containing thousands of textures, the main
problem in the visualization of Mars surface corresponds to
the low resolution of the original textures. The lack of reso-
lution provided by the MDIM dataset generates surfaces too
smooth and creates very unrealistic terrains with low levels
of roughness. In these cases, the reduced level of roughness
can be increased by means of the combination of both ver-
tex shader and pixel shader techniques. Vertex and Pixel
shaders are currently available in the main of graphic card
of the most common personal computers. Vertex and Pixel
shaders are graphic functions that calculate the effects on
a per-vertex or a per-pixel basis, respectively [9]. Among
other purposes, these effects can provide a virtual rough-
ness to surface without the need to model these depressions
geometrically (bumpmapping effects). In our case, we have
included a software implementation of bumpmapping effects
based on a multitexture approach where a roughness texture
map perturbs surface normals.



Figure 5 shows the results of bumpmapping effects when
they are applied to the recreation of virtual terrains in MarsVR
system. Figure 5-left shows the direct visualization of the
data included in MDIM texture dataset from an altitude of
32 kilometers. The represented zone corresponds to Valles
Marineris, a system of troughs, chasms, and canyons that
stretches more than 4000 kilometers across the Martian west-
ern hemisphere. This figure proves how the lack of texture
resolution currently available in MDIM texture dataset gen-
erates low realistic terrain. Natural elements represented
in the virtual terrain are too regular and lack roughness
or deformation features. On the contrary, Figure 5-shows
a more realistic appearance of the same terrain. In this
case, the roughness texture map is designed on a 1024x1024
bumpmapping texture. The alteration of surface normal
provided by this texture map generates a coarser surface
terrain and generates a more realistic terrain visualization.

4. DESCRIPTION OF THE EXPERIENCE
In this section we present some of the results obtained in

MarsVR. The results presented in this section are obtained
in a multi-projection environment composed of three projec-
tion surfaces. These mobile immersive visualization systems
are very common in rotating temporary attractions or ex-
hibitions that are called C3 systems or BabyCAVEs [7, 12,
29].

Our C3 system provides active stereoscopic visualization
and is operated by 6 PCs where each of them is an Intel
Pentium-D Dual Core 2.8 GHz with 2 GB RAM. All com-
puters are interconnected through a Cisco Catalyst 3750
Gigabit Ethernet switch. One of the computers is config-
ured as master and manages 5 slave PCs, each of them con-
trols one of 6 projectors. These 6 projectors generate stereo
images on the 3 walls of the CAVE. These walls compose
a 160-degree panoramic wide cylindrical screen. All com-
puters are equipped with nVidia GeForce FX 6200 graph-
ics card with 512 MB of DDR2 graphics memory. Despite
some high-level libraries include clustering computing for
graphics purpose[4], the management of client/server com-
munications has been included as a internal module in the
architecture design of MarsVR. These design decisions have
provided us with a complete solution, fully developed on
OpenGL Performer 3.0.

Figure 6, Figure 7 and Figure 8 show some screenshots of
the main stages included in MarsVR. Since MarsVR places
users into an interactive 3D tour through the planet Mars,
this tour has been divided into four interactive areas. The
transition among these areas is controlled by the finite state
machine described in Section 3.2. Figure 6 shows the be-
ginning of the 3D tour where the user is involved in an
interplanetary spaceflight of about two minutes of dura-
tion. This interplanetary spaceflight is launched from the
Kennedy Space Center in Port Canaveral (Florida, USA)
heading to the Diacria region, located in the northern hemi-
sphere of the planet Mars. During the course of the space-
flight, users not only pass by the International Space Station
(Figure 6-up), but also they realize the existing distance be-
tween planets in the Milky Way (Figure 6-down).

Once the spaceflight is approaching Mars, the spacecraft
changes the trajectory and starts a circular route about the
planet. The average altitude of this circular flight around
the Martian surface is about 25 kilometers. Since users can
change the speed flight (using a joystick located in the first

Figure 6: Snapshots obtained from the first stage of
the 3D tour. Up: Approach maneuver close to the
International Space Station. Down: A view of Mars
and the Sun.

seat rows of the BabyCAVE) ranging from about 20 km/s
to 250 km/s, this circular flight allows users two explore the
most important regions of the planet Mars in few minutes.
Figure 4 and Figure 5 show some snapshots from this flight,
Figure 7 shows new images obtained from other executions
of this virtual trip. In this case, Figure 7-up shows an image
captured in the Olympus Mons zone at an altitude of 4.60
kilometers. Figure 7-down shows a snapshot image of the
Moeris Lacus region. Moeris Lacus area is a well-know small
protrusion entirely degraded by wind erosion. This image
was obtained at an altitude of 9.28 kilometers above the
surface level.

MarsVR limits the duration of the spaceflight around the
surface of the planet Mars. The maximum duration of the
flight, which speed can controlled by the user, is about
twelve minutes. Figure 8-up depicts what happens when
the maximum flight time is reached. In this moment, the
system takes control of the simulation automatically and
forces the landing of the spacecraft.

The automatic landing is performed on a land station lo-
cated at the Noachis region (southern hemisphere). Once
the landing process is completed, MarsVR starts the last
stage of the 3D tour. In this stage, the user is introduced
into a roller coaster ride. This roller coaster ride takes about
two minutes and is performed on a dynamic railway route.
Therefore, the total maximum duration for the whole expe-
rience including the interplanetary flight, the martial surface
flight and the roller coaster ride is about fourteen minutes.
We have stated our railway route is dynamic because part
of its geometry is randomly generated in each execution of
MarsVR. The railway route includes a 360-degree high speed
spiral, two double loops and several corkscrew turns for all



Figure 5: Images obtained from MarsVR corresponding to the Valles Marineris zone on Mars surface. Left:
Direct visualization of Martian surface without preprocessing the texture data included in MDIM dataset.
Right: Final aspect of the terrain representation using a bumpmapping technique implemented using shaders.

Figure 7: Some images from the spaceflight. Up:
Olympus Mons zone at an altitude of 4.60 kilome-
ters. Down: Moeris Lacus area at an altitude of 9.28
kilometers

Figure 8: Images of the last stage of the 3D virtual
tour. Up: Automatic landing maneuver on a land
station located at the Noachis region. Down: Roller
coaster ride on the dynamic railway route



the feasible cases. Figure 8-down shows a snapshot of this
out-of-the-ordinary ride.

Finally, Figure 9 shows a picture of the final system ex-
hibited with much success at the Science Museum of Valen-
cia, in Spain (October, 2005). A very similar configuration
of the system was also shown at the Science Exhibition in
Granada (Spain) a few months later (February, 2006). This
picture depicts the execution of MarsVR on a mobile im-
mersive visualization system similar to the one described
above. When this image was taken users were in the space-
flight stage of the 3D tour. In that moment, information
obtained from HUD panel (located in the top right corner
of the most to the right screen) showed they were flying over
Valles Marineris area at an altitude of 94.76 kilometers with
a speed of 127 km/s.

Figure 9: A image of MarsVR on the mobile im-
mersive visualization system exposed at the Science
Museum of Valencia (Spain) in October 2005

5. CONCLUSIONS AND FUTURE WORK
MarsVR is a virtual reality entertainment application for

educational purposes centered on the simulation of space-
flights over the Mars surface. The basic idea of MarsVR
is to reach the general public interested in astronomy and
space exploration and have not had the opportunity to use
immersive visualization devices for exploring amazing ex-
traterrestrial landscapes. Although other interactive appli-
cations based on virtual reality technologies have achieved
very realistic simulations of the Martian surface, all of them
have been developed for scientific purposes.

The data collection included in MarsVR has been ob-
tained from the main references in the fields of astronomy
and astrophysics. In order to efficiently handle this amount
of data, while offering a high level of visual quality, MarsVR
incorporates some of the latest techniques in the field of 3D
real time graphics. In this sense, a multiresolution model
of the terrain consisting in a new hierarchial triangulation
based on a non-restricted quadtree representation is included.
Moreover, bumpmapping effects based on vertex and pixel
shaders provide virtual roughness to Mars surface.

Nowadays, MarsVR has been presented in some science
exhibitions. The results show that MarsVR can be consid-

ered as an entertaining interactive application for navigating
over the Mars surface, as well as providing very useful and
real information on several aspects of this planet.

As future work continues, we plan to implement a new
version of the module for processing texture terrain. Since
new high-resolution textures obtained from Mars Orbital
Camera will become available early 2008, our idea consists
in performing an automatic terrain texture processing inde-
pendent of texture resolution.
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