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Abstract—Research on alternative ways to provide anatomy
learning and training has increased over the past few years, es-
pecially since the COVID-19 pandemic. Virtual reality (VR) and
augmented reality (AR) represent two promising alternatives in this
regard. For this reason, in this work, we analyze the suitability of
applying VR and AR for anatomy training, comparing an optical-
based AR setup and a semi-immersive setup based on a VR table,
using the same anatomy training software and the same interaction
system. The AR-based setup uses a Magic Leap One, whereas the
VR table is configured through the use of stereoscopic TV displays
and a motion-capture system. This experiment builds on a previous
one (Vergel et al., 2020) on which we have improved the AR-based
setup and increased the complexity of one of the two tasks. The goal
of this new experiment is to confirm whether the changes made in
the setups modify the previous conclusions. Our hypothesis is that
the improved AR-based setup will be more suitable, for anatomy
training, than the VR-based setup. For this reason, we conducted an
experimental research with 45 participants, comparing the use of
an anatomy training software. Objective and subjective data were
collected. The results show that the AR-based setup is the preferred
choice. The differences in measurable performance were small but
also favorable to the AR setup. In addition, participants provided
better subjective ratings for the AR-based setup, confirming our
initial hypothesis. Nevertheless, both setups offer a similar overall
performance and provide excellent results in the subjective mea-
sures, with both systems approaching the highest possible values.

Index Terms—Anatomy, augmented reality (AR), comparative
study, magic leap one, training, virtual reality (VR), VR table.

I. INTRODUCTION AND RELATED WORK

THE technologies of virtual reality (VR) and augmented
reality (AR) are increasingly used in medicine. Both are
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based on the use of virtual interactive three-dimensional (3-D)
elements and both provide a means to explore the human body
in ways that would be impossible without them. They can also
be supplied with real 3-D data coming from medical diagnostic
images [2], [3], such as computed tomography scan, positron
emission tomography, or magnetic resonance imaging. They can
also work with surgical robots [4] or be used to simulate them
[5]. Thus, the possibilities for using these technologies in the
practice of customized medicine are almost endless. However,
VR and AR are different technologies and provide different,
sometimes complementary, advantages and features. Therefore,
it is important to understand their differences and what is the
best way in which they can convey their potential benefits to
each medical area.

VR could be defined as the technology by which one or several
individuals experience the sensation of belonging to an alter-
native reality different to the one they are really experiencing
[6] (i.e., they experience only virtual content). Mixed reality
(MR), on the contrary, is a technology by which it is possible
to experience virtual interactive content appropriately blended
with real content (typically through a view of this real content).
When the amount of virtual content is smaller than the amount
of real content, it is often called AR [7].

The application of VR and AR to medicine is a subject
undergoing intense study with many recent works in this par-
ticular field. In this regard, the use of the HoloLens AR device
is particularly common [8], [9], [10], [11], [12], [13], as this
device was the first wireless holographic computer allowing
hands-free AR medical applications, something that is impor-
tant in medicine. Other devices, such as the magic leap one,
have not been as studied, given its novelty, with just a few
works reporting its use in the healthcare sector [14], [15],
[16], [17]. VR, a much more mature technology, has also been
used in rehabilitation [18], pain therapy [19], and psycho-
logical or psychiatric disorder treatment [20], to name a few
areas.

Although the surgical use seems to be the dominant applica-
tion in medicine—especially in the case of AR—several works
have proposed the use of VR and AR also for anatomy training
[21], [22], [23], [24], [25], [26] since the traditional way in which
anatomy training is addressed—using real cadavers—usually
entails many problems.

1) Cadavers are scarce [27] (at least those suitable for medical
study) and thus expensive.

2) They need to be properly maintained. Otherwise, they
deteriorate quickly becoming black or deformed [28]. In
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fact, this will eventually or gradually occur even if they
are properly maintained.

3) Dead tissues do not behave and look like living tissues.
4) Anatomy training with real cadavers is slow since usually

many students need to share a single corpse, given the
shortage of cadavers. In addition, faculty staff need to
coordinate the groups in order to maximize the availability
of the cadaver.

5) The dissection of real cadavers raises ethical questions in
many cultures.

6) The chemicals that need to be used to preserve them
pose health risks. For instance, formaldehyde is classified
by the International Agency for Research on Cancer as
carcinogenic [29]. In addition, these chemicals make body
tissues stiff, making them difficult for students to handle.

On the contrary, VR and AR are becoming more and more
available. They also have the ability to portrait the anatomical
structure in 3-D space, which is an improvement with respect
to textbooks and 2-D written material. They can also be used
to see through a real body (AR) without damaging it or to
reproduce/simulate a particular anatomical deformation (VR
and AR) at very little additional cost. These key advantages
make them potentially helpful for anatomy training.

Although different studies on the use of VR and AR in the
anatomy field have reached different conclusions, they seem
to agree that these technologies can be successfully used for
anatomy training and learning. In this regard, some works even
claim that these technologies should substitute traditional ap-
proaches (those based on textbooks, lectures, plastic models,
or even real cadavers) [23]. However, other authors declare
that VR and MR technologies are inferior to physical models,
whereas some other authors are more cautious [30] and advocate
that they used to complement, rather than replace, traditional
methods [24], [31]. The rationale behind this is that, among other
problems, virtual cadavers cannot yet provide proper natural
haptic feedback and students need to explore the textures of
real tissues. In any case, although it is likely that real cadavers
will continue to be used in medical schools, it is important to
explore other ways for anatomy training, given the problems that
cadavers pose.

AR focuses on the “here-and-now,” while VR orbits around
the concept of presence and the idea of “being somewhere else.”
This makes AR more suitable for experiential learning and VR
more suitable for subjective experiences [32] and simulation.
This can be translated to clinical uses as well. AR, for instance,
is a promising tool for the treatment of phobias, while VRs
ability to modify the sensation of presence makes it ideal for
the treatment of pain, for instance [32]. In other words, VR
has the potential to be a transformative technology although it
may be sometimes perceived as unreal, while AR is a more
context-aware technology, although it can be less transforma-
tive. Nevertheless, both technologies can be used in similar
contexts.

In the case of anatomy training, AR increases the tangi-
bility of the application, making what is experienced seems
real, while VR can evoke greater subjectivity, which can help
achieve greater engagement in the learning process. In addition,

unlike VR, most current AR technologies are not yet able
to provide wide fields of view (FoV) for the virtual content,
potentially reducing immersion and increasing the visual in-
formation density [33]. Thus, it is important to research about
the suitability of using these two technologies for anatomy
training.

For this reason, in a recently published paper [1], we pre-
liminarily analyzed the suitability of applying VR and AR for
anatomy training. For that purpose, we compared an optical-
based AR setup, implemented with a Microsoft HoloLens de-
vice, and a semi-immersive setup based on a VR table, using the
same anatomy training software application. The user interface
(UI) of these two setups was substantially different, whereas the
AR-based setup was built upon the metaphoric [34], [35], [36]
hand-tracking capabilities of the HoloLens, the UI of the VR-
based setup used a handheld controller. We chose the HoloLens
because it is one of the preferred devices in the medical field [37],
whereas the VR table was chosen because it follows the forensic
table metaphor, which seems a natural way to display a virtual
cadaver. By forensic table metaphor, we mean that the trainee
works with a device that is arranged horizontally as a forensic
table. A total of 82 people participated in the experiment by
completing two anatomy-related tasks with the aforementioned
setups. From the results of that study, we concluded that the
VR-based setup was significantly more suitable for anatomy
training than the AR-based setup. However, these results raised
also some questions since most of the participants complained
about the limited FoV of the HoloLens device and about the UI
of the AR-based setup. The former question suggested that we
look for a newer device with improved display capabilities, such
as the magic leap one. Regarding the latter, we faced a dilemma:
should we change the UI of the AR-based setup to mimic the
UI of the VR table or should we instead try to improve the
natural hand interaction of the AR setup by using a more realistic
isomorphic [34], [35], [36] approach?

For this reason, we conducted a second experiment, pub-
lished in [36], designed to analyze the differences in natural
hand interaction between a HoloLens device and a magic leap
one device for two pick-and-place and drag-and-drop tasks
(unrelated to anatomy). The goal of this experiment was to
understand the differences (in general accuracy and per-
formance) between the metaphoric hand-gesture-tracking
paradigm represented by the HoloLens and the isomorphic
paradigm represented by the Magic Leap One. We found only
very small differences in the use of hand interaction between
these two devices, although the Magic Leap One did allow a
faster completion of one of the tasks. Despite this is a substan-
tially different research than the one we present here, this second
experiment helped us decide about the dilemma of how to modify
the UI of the AR-based setup presented in [1].

With all this information at hand, we concluded the following
points.

1) There was a substantial improvement potential in the AR-
based setup based on the comments of the participants of
[1].

2) Some of the differences found in [1] were caused by the
use of the metaphoric gesture-based interaction system
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used in the AR-based setup, but most likely will not be
solved using an isomorphic approach.

3) A more recent AR device, such as the Magic Leap One,
could provide some additional value because it also pro-
vides a larger FoV.

Thus, we decided to perform a third experiment, which we
present in this article, to compare, in the use of anatomy training,
a VR-based setup similar to the one, as shown in [1], to an
improved AR-based setup. In the latter setup, among other
changes, the HoloLens is substituted by a Magic Leap One and
the UI is changed so that it now uses a handheld controller instead
of using any type of natural hand interaction.

Since the research leading to the publication of the article pre-
sented in [1], where we also reviewed the state-of-the-art of this
matter, the world has suffered, and still does, the consequences
of the worst pandemic in a century, the COVID-19 pandemic.
As a result, funding programs and calls for research in med-
ical areas have multiplied. Another important consequence is
that online learning, based on computer-supported technologies,
has been a necessity in many universities. Anatomy learning
has been no exception and alternatives to face-to-face lessons
have been explored [38], [39], [40], [41]. This is reflected in the
academic literature, where dozens of research articles have been
published, just in one year, about the use of virtual environments
in the anatomy field. Many researchers have published review
works or meta-analysis about this issue in recent months [42],
[43], [44], [45], [46], [47], [48], [49], [50], reflecting the huge
interest in the topic. The general conclusion is that VR and
AR are viable alternatives and increasingly useful for teaching
anatomy, given the latest advances in display and interaction
technology in these areas. Other authors focus on presenting
3-D-/AR-/VR-/MR-based methods for improving anatomy un-
derstanding [51], [52], [53], [54]. Other authors analyze the
conditions upon which these technologies are useful for anatomy
lessons [55], [56], [57] or their effectiveness [58], [59], [60].

Our approach is different since we do not intend to study the
learning outcomes provided by these technologies. Our research
is currently focused on understanding what is the best way to
utilize and configure these technologies for anatomy training.
To the best of our knowledge, there are not research articles
performing the kind of analysis that we present here.

Given our previous results and the amount of interest in the
question, we analyze in this article, in line with what we stated in
the future work section of the article presented in [1], if the setup
based on the VR table still holds an advantage—for anatomy
training with virtual cadavers—over the improved optical AR-
based setup. Our hypothesis is that these improvements will
make the AR-based setup more suitable for anatomy training
than the VR table in terms of these three dimensions: subjective
perception; objective performance; and explicit two-choice rec-
ommendation. The improvements are described throughout the
article.

The rest of this article is organized as follows. Section II
describes the materials and methods utilized to perform the
experiments. Section III details this new experimental study.
In Section IV, the results of the experiments are presented and
discussed. Finally, Section V concludes this article.

Fig. 1. Schema of the VR-based setup, showing two 3-D TVs, the HTC VIVE-
tracking system (base station + tracker), and the VIVE controller.

Fig. 2. User practicing with the VR-based setup. The image is enhanced with
a virtual light ray that is not visible from the position of the external observer
but is visible from the position of user.

II. MATERIALS AND METHODS

Two different hardware setups were used to perform this
research and evaluate the anatomy training application. The first
one, which we will call Setup A, was based on a 3-D TV with
stereoscopy. The second one, which we will call Setup B, used
a Magic Leap One as its main device.

Setup A implemented a semi-immersive VR paradigm. It
used two Sony Bravia 50” stereoscopic TVs and an HTC
Vive-tracking system to recognize the user’s position and the
interaction events. The tracking system was composed of a base
station and a tracker, which was attached to a cap (see Figs. 1
and 2). The two TVs were arranged side-to-side and placed with
the display on the horizontal plane facing up so that the setup
provided a forensic table metaphor. This setup was described in
[1] and the hardware did not change with respect to that. There
were only some software changes that will be described later.
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Fig. 3. Schema of the AR-based setup, showing a table—on top of which the
virtual cadaver is placed—and a user wearing a Magic Leap One device handling
the 6-DoF controller.

Fig. 4. User practicing with the AR-based setup. The image is enhanced with
virtual elements that are not visible from the position of the external observer
but are visible from the position of user.

Setup B was a semi-immersive AR-based setup. This new
setup substituted the HoloLens-based setup used in [1] and it was
built using a Magic Leap One AR device (see Figs. 3 and 4). This
is a three-piece system. It includes a headset called lightwear,
a small wearable computer called the lightpack, where the
software is stored and run, and a handheld controller with six
degrees of freedom (DoF). The headset is a state-of-the-art
see-through head-mounted display (HMD) with head-tracking
and inward-facing eye-tracking cameras.

The Magic Leap One display technology is based on the
virtual retinal display technology, which draws a raster display
directly onto the retina of the eye. It also provides pupil-tracking
technology, although we did not use this feature in our experi-
ments. The device provides an FoV of 40° × 30°, a display with

TABLE I
AGE DISTRIBUTION OF THE PARTICIPANTS OF THE EXPERIMENT

1280 × 960 pixels per eye, and a two hand-gesture isomorphic
recognition system, including finger tracking (with three joints
per finger), which we also did not use in the experiments, for
reasons explained earlier.

There are two main differences between the old and the new
AR-based setups. First, the new setup substitutes the metaphoric
gesture-based interaction (that the HoloLens provided) used
in [1] by a controller-based laser–pointer interaction metaphor
(i.e., the controller is used as a laser–pointer so that the objects
are picked using ray casting [61]). We wanted to avoid the
use of gestures for the selection and movement of objects in
the scene, since from the results of previous experiments, we
have concluded that the use of gestures involves a cognitive load
that challenges the performance and preference of users. Instead,
we propose to use the 6-DoF Magic Leap handheld controller in
a similar way that the Vive Controller is used in setup A. Using
this solution, we also remove one possible source of statistical
variation and focus on the visualization and conceptualization
paradigm.

The other main problem previously identified for the AR-
based setup was the FoV of the HoloLens. For this reason, we
have based this new setup on the Magic Leap One device, which
provides an improved FoV over the HoloLens. The Magic Leap’s
FoV, although still limited, represents an important improvement
with respect to the AR setup in [1], which offered an FoV of
about 30 × 17 degrees and a resolution of 1268 × 720 pixels
per eye.

Regarding the software application, the same software de-
veloped in [1] was used in these new experiments with some
changes. The software is a unity 3-D-based application in which
a virtual cadaver is depicted on top of a forensic table. This
table is virtual in the case of the VR table but real in the case
of the AR-based setup. Some of the elements of the cadaver
are labeled and can be individually selected and moved from/to
a forensic tray so that the participants can identify, locate, and
move different parts of the human body.

Regarding the changes made with respect to the article pre-
sented in [1], first, the InputManager module has been changed
and now the AR-based setup uses the same type of interaction
technique used in the VR-based setup. The interaction is based
on a laser–pointer paradigm. This way, the controller casts a
laser-like green light ray (see Figs. 1–4) and whenever the laser
passes through the objects, the selection of the desired organ
is performed taking into account object-to-user distance. The
selected object can then be grabbed by pressing the trigger
button. Once grabbed, it can be moved by moving the controller
and released by releasing the trigger button. This software im-
provement has been applied to both setups (A and B). Second,
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Fig. 5. Schematic view of the counterbalanced process followed in the evalu-
ation protocol of the anatomy training application.

the CameraController module has been changed to adapt to the
Magic Leap display. Finally, the TaskManager module has been
updated to include more selectable objects so that the tasks can
be more complex.

III. EXPERIMENTAL STUDY

A. Experimental Design

An experimental design similar to the one used in [1] was
employed in this new research. We recruited students and physi-
cians who did not have any previous experience using AR or VR
technologies (for anatomy training) and who did not previously
participate in the experimental research shown in [1]. We ran
these new experiments in the Emerging Analytics Center of
the University of Arkansas at Little Rock. However, due to the
limitations imposed by the COVID-19 pandemic, the number of
subjects was reduced to 45 people.

Of the 45 participants, 19 were women (42.22%) and 26 men
(57.78%), with ages ranging from 18 to 73 (mean 30.62 ±
12.45). The age distribution is shown in Table I.

The goal of the experiment was to identify differences—
with respect to the three dimensions stated in the research
hypothesis—in the use of the anatomy training application be-
tween the two setups previously described. The experiment was
designed so that the users would perform the same two tasks,
which will be explained later, using both setups. Keeping that in
mind, users were divided into two different groups of 23 (Group
A) and 22 people (Group B), respectively, as other similar works
propose [62], [63], [64] so that a counterbalanced measures
design could be applied. The users of Group A started the experi-
ment with the VR table and then used the AR-based setup. Group
B included the users who tried the AR-based setup first and then
the VR table. With this design, it is possible to analyze the results
of each group separately (performing a within-subjects’ analysis
for each group) or in combination (performing a between-groups
comparison between those people who tested each setup first).

B. Experimental Protocol

The experimental procedure followed an eight-step protocol,
which is described next and shown in Fig. 5.

Step 1—Presentation and description: Before the start of the
experiment itself, users were provided with a short description
(5 min) about the software, the two setups and the tasks
they had to complete. They were informed about the max-
imum time they had to complete the experiment (40 min
in total, including the questionnaires). Then, users were re-
quired to sign an informed consent and a short questionnaire
to provide basic information (gender, age, and profession).
Finally, they were informed that the application recorded
performance data and that the experiment was completely
anonymous.

Step 2—Instruction and practice: Before the start of the exper-
iment, users received a short briefing on how to use either of
the setups (depending on which setup they would have to test
first). In both cases, a free practice of 5 min was carried out
on three main actions: select, move/drag, and drop.

Step 3—Experiment: Once the participants were familiar with
the setup, the experiment begun. As previously explained, it
consisted of two different tasks. Each of the tasks had to be
completed within 5 min.

Step 4—Evaluation: After users finished the two tasks using the
first setup, they were prompted to complete Questionnaire 1.
Table II lists the questions asked in this questionnaire, which
were presented as seven-point Likert-scale questions with
the usual meanings: 1 = strongly disagree, 2 = disagree,
3 = somewhat disagree, 4 = neutral, 5 = somewhat agree,
6 = agree, and 7 = strongly agree. As performed in [1],
instead of analyzing the results of each question individually,
the questions were grouped in six factors: sensory factors
(SF), control factors (CF), distraction factors (DF), ergonomic
factors (EF), realism factors (RF), and other factors (OF).
These factors were adapted from the work described in [65].
Questionnaire 1 included also three questions about depth
perception, usefulness, and a global score, which summarizes
the overall subjective experience. These last three questions
had a different meaning: 1=poor, 2=bad, 3= somewhat bad,
4 = neutral, 5 = positive, 6 = good, and 7 = excellent. This
questionnaire addressed the first dimension of our hypothesis
(subjective perception).

Steps 5–7—Once a participant finished the experiment with the
first setup, steps 2–4 were repeated using the other setup (the
presentation step did not need to be repeated).

Step 8—Final comparative evaluation: When the tasks carried
out using the second setup were also completed and users had
completed Questionnaire 1 for both setups, they were also
asked to fill Questionnaire 2, as shown in Table III, about user
preference and recommendation regarding these two setups.
This two-choice questionnaire included also an open-ended
question “Additional comments and explanations.” Although
these comments (and the responses to the Why? questions)
cannot be analyzed in an objective way, they can be very
useful for the researchers in terms of qualitative information
since they allow us to explore the users’ impressions about the
two setups. In some occasions, they can even provide insights
into the ultimate reasons explaining the results obtained in the
experiments. This questionnaire addressed the last dimension
of our hypothesis.
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TABLE II
QUESTIONNAIRE 1

C. Tasks, Datasets, and Statistical Procedure

As previously mentioned, two tasks were used to compare the
two setups for anatomy training. Task 1 was a low-complexity
task where the main objective was to locate the heart of the virtual
cadaver, grab it, and place it on a forensic tray. To accomplish
this, the user had to first remove the three elements covering the

TABLE III
QUESTIONNAIRE 2

TABLE IV
DATASETS GENERATED—FOR EACH SETUP—IN THE EXPERIMENTS FROM THE

ANSWERS TO QUESTIONNAIRE 1

heart (ribs, left lung, and sternum). Task 1 corresponds to the
first task described in [1].

As for Task 2, its goal was to assembly the respiratory and the
digestive system by selecting, grabbing, and placing their main
components from a forensic tray. The difference in complexity
between Task 1 and Task 2 is justified by the need to understand
whether complex tasks are more detrimental to one type of
paradigm/setup or another. Task 2 was updated with respect to
the article presented in [1] in order to involve more elements (a
total of ten) and more than one anatomic system.

These two tasks were chosen because they involve the un-
derstanding of the 3-D structure, position, and manipulation of
organs. A more detailed explanation for the selection of these
two tasks can be found in [1].

As the experiment was counterbalanced, both groups (A and
B) needed to complete both tasks with both setups. Therefore,
each participant had to complete four tasks (two with setup A
and the same two tasks with setup B).

From the performance of the users completing these two tasks
and from the subjective questionnaires, as shown in Tables II
and III, a series of datasets—each of them containing 45 data
elements—were collected, which are described next.

From Questionnaire 1, nine numeric datasets (six coming
from the subjective factors in which the responses of the first
35 questions are grouped, and three coming from the last three
elements of the questionnaire), shown in Table IV, were col-
lected for each of the two setups. Therefore, there are 18 (nine
for each setup) of these datasets, each of them containing 45
elements.
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TABLE V
OBJECTIVE DATASETS—FOR EACH SETUP—GENERATED IN THE EXPERIMENT

From Questionnaire 2, three Boolean datasets were collected
from Q1, Q3, and Q5. In addition, three textual datasets were
collected from Q2, Q4, and Q6. These six datasets contain 45
elements, showing the recommendation and preferences of the
45 users between the two setups.

Finally, from the objective data collected by the software ap-
plication, three objective measures were recorded for each task:
total time to complete the task (T), number of correctly selected
elements (C), and number of mistakenly selected elements (M).
These datasets are shown in Table V. There are 12 datasets (six
datasets per setup) of this type, with 45 elements per dataset.
These datasets address the second dimension of our hypothesis
(objective performance).

As the order of testing matters, all these datasets were clas-
sified so that it is possible to know which system was tested
first for each user. All these datasets were analyzed using IBM
SPSS 26. First, we checked the normality hypothesis using
the Kolmogórov–Smirnov test [66] and the Shapiro–Wilk test
[67]. For the sake of brevity, we will not detail these normality
tests, but all the numeric datasets passed these tests. Therefore,
parametric tests can be applied to the numeric datasets collected
during the experiments. As the experiment was counterbalanced,
we applied both paired and unpaired t-tests—in order to compare
mean values between the two groups—to the numeric datasets,
as shown in Tables IV and V, as well as Cohen tests and a
multifactorial ANOVA. We also applied a binomial test to the
questions, as shown in Table III. All the analyses were two tailed
and were conducted at the 0.05 significance level.

The parametric t-tests will help understand which one of the
two setups provides better subjective and objective indicators,
allowing us to test the research hypothesis. The binomial tests
will tell us which system is considered more useful, preferred,
and recommended by the participants, reinforcing our answer to
the hypothesis, whereas the ANOVA will provide further useful
insights into the data.

IV. RESULTS AND DISCUSSION

In this section, we present the results of the statistical analyses
performed over the datasets collected during the experiments.
First, we compare the subjective numeric datasets (those from
Table IV) between the VR-based and the AR-based appli-
cation (for the two tasks simultaneously since these datasets
were collected once per setup). To avoid carryover effects, we
compare the participants who used each of the systems first
(between-subjects approach). Thus, this is an unpaired t-test

TABLE VI
STUDY OF STATISTICALLY SIGNIFICANT DIFFERENCES BETWEEN THE VR AND

THE AR APPLICATION—FACTORS, 3-D PERCEPTION, SCORE, AND USEFULNESS

TABLE VII
STUDY OF STATISTICALLY SIGNIFICANT DIFFERENCES BETWEEN THE VR AND

THE AR APPLICATION—FACTORS, 3-D PERCEPTION, SCORE, AND

USEFULNESS—GROUP A

comparing the average value of each of the factors when Setup
A or Setup B are used first to complete both tasks. Table VI
presents the results of this comparison. We do this because we
aim to understand whether a VR table or an AR display produced
the highest ratings when they are used for the first time. We
can see that, in four parameters, the average value using the
AR-based setup is significantly higher than the one obtained
using the VR-based setup. The rest of the parameters do not
show statistical significance but the Cohen’s d- and the t-value
show that the AR-based setup tends to provide higher values.

We also analyze the results using a within-subjects approach.
Tables VII (paired t-test for participants in Group A) and VIII
(paired t-test for participants in Group B) show the results of
a repeated measures test, where we compare the subjective
experience of those participants who tested one system first and
then the other. We do this in order to identify possible carryover
effects (the setup tested in second place might provide better
results because the user had already some time to practice).
However, this is not what happened and the analysis shows that
Setup A does not provide any favorable results. On the contrary,
Setup B provides two favorable significant results (RF and 3-D)
in Table VII, and all but one (SF, which in any case has a p-value
of 0.085) in Table VIII. In both cases, the effect size is high, as
reflected by the value of Cohen’s d. This is a clear sign that the
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TABLE VIII
STUDY OF STATISTICALLY SIGNIFICANT DIFFERENCES BETWEEN THE AR AND

THE VR APPLICATION—FACTORS, 3-D PERCEPTION, SCORE, AND

USEFULNESS—GROUP B

AR-based setup provides better subjective experiences for this
application.

Among these subjective factors, the one revealing the highest
difference is the 3-D perception, which is significantly better in
all three cases (see Tables VI–VIII) for setup B, with a difference
of around one point out of seven. This is probably one of the
leading causes of the superiority of this AR-based setup over
the VR table.

In any case, both setups offer excellent results in terms of
subjective measures, with both systems approaching the highest
possible value (7). This is especially true in the AR-based setup,
with all values above six points—in a seven-point scale—in
Tables VI–VIII, with the exception of just one (the usefulness
measure in Table VII). This means that the subjective experience
is good in both cases and very good in the case of the AR-based
setup.

We compare the results obtained in Table VI with the results
shown in Table III of the article presented in [1] offers also some
interesting insights. All nine values for the AR-based setup are
higher than they were in our previous work and have a smaller
dispersion. For instance, the overall score (SC) has increased
from 5.905 (± 1.122) to 6.318 (± 0.646), and 3-D perception has
changed from 5.619 (± 1.324) to 6.455 (± 0.739), a substantial
improvement. Similar improvements can be observed in the
within-subjects’ analyses. We compare Tables VII and VIII
versus Tables V and VI of the article presented in [1].

Next, we perform a similar analysis with the objective
datasets. This time we can analyze the results for each task since
we have datasets for both Task 1 and Task 2. Table IX presents
the results of performing an unpaired t-test (between-subjects
approach) comparing the average performance, for Task 1, of the
participants who used Setup A first to the average performance
of participants using Setup B first. No statistically significant
differences are found between the two setups. Table X presents
a similar analysis for Task 2, and now a small, but statistically
significant difference, is found for dataset 2.C in favor of the
AR-based setup. Fig. 6 shows the box plots of the time datasets
(1.T and 2.T).

We can also analyze the results per group using a within-
subjects approach. Tables XI (paired t-test for participants in

TABLE IX
STUDY OF STATISTICALLY SIGNIFICANT DIFFERENCES BETWEEN THE VR AND

THE AR APPLICATION—OBJECTIVE DATASETS OF TASK 1

TABLE X
STUDY OF STATISTICALLY SIGNIFICANT DIFFERENCES BETWEEN THE VR AND

THE AR APPLICATION—OBJECTIVE DATASETS OF TASK 2

Fig. 6. Box plots (unpaired t-tests) for datasets 1.T (time, Task 1) and 2.T
(time, Task 2).

TABLE XI
STUDY OF STATISTICALLY SIGNIFICANT DIFFERENCES BETWEEN THE VR AND

THE AR APPLICATION—OBJECTIVE DATASETS OF TASK 1—GROUP A
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TABLE XII
STUDY OF STATISTICALLY SIGNIFICANT DIFFERENCES BETWEEN THE VR AND

THE AR APPLICATION—OBJECTIVE DATASETS OF TASK 2—GROUP A

TABLE XIII
STUDY OF STATISTICALLY SIGNIFICANT DIFFERENCES BETWEEN THE AR AND

THE VR APPLICATION—OBJECTIVE DATASETS OF TASK 1—GROUP B

TABLE XIV
STUDY OF STATISTICALLY SIGNIFICANT DIFFERENCES BETWEEN THE AR AND

THE VR APPLICATION—OBJECTIVE DATASETS OF TASK 2—GROUP B

Group A completing Task 1), XII (paired t-test for Group A,
Task 2), XIII (paired t-test for Group B, Task 1), and XIV (paired
t-test for Group B, Task 2) present the results of these repeated
measures tests.

This time, three significant results (for datasets 1.M, 2.T, and
2.M) occur for Group A, where the AR-based setup is shown to
allow a better performance. In fact, the average time for Task 2
almost halves with respect to the VR table. This result makes
sense since setup B setup provides better results in terms of
time and errors when is tested second, whereas no statistical
significance can be found for the same tasks when the order of
the setups tested is reversed (see Tables XIII and XIV). This
is most probably caused by a learning effect that cancels out
the benefits of using setup B. The fact that the same type of
interaction system is used for both setups contributes to this
learning effect.

Figs. 7 and 8 show the box plots of datasets 1.T and 2.T,
respectively, for groups A and B. The significant difference for
Group A, dataset 2.T (time), in Task 2 is clearly visible in Fig. 8.

A retrospective comparison with the article presented in [1]
can also be performed, although Task 2 has been changed and
is more complex now. In any case, we can see that the results

Fig. 7. Box plots (paired t-tests) for dataset 1.T (time, Task 1) and groups A
(left) and B (right).

Fig. 8. Box plots (paired t-tests) for dataset 2.T (time, Task 2) and groups A
(left) and B (right).

for both tasks have changed. We compare Tables IX and X with
Table IV of the article presented in [1]. Now, the AR-based setup
is not outperformed by the VR-based setup (in fact, the results
lean in the opposite direction). Another interesting result is that
the standard deviation for the time dataset in Task 2 has doubled,
for both setups, with respect to the article presented in [1]. This
probably means that, in this new experiment, some users still
had important difficulties with this complex task but there were
also several participants who were able to complete it very fast.

Next, we analyze the responses obtained from Questionnaire
2. First, we analyze the Boolean datasets coming from the
two-choice questions (Q1, Q3, and Q5) in which users were
prompted to decide between the two setups regarding usefulness,
preference, and recommendation. As depicted in Table XV, the
AR-based setup is clearly perceived as more useful (82.2% ver-
sus 17.8%), preferred (77.8% versus 22.2%), and recommended
(73.3% versus 26.7%) over the VR-based setup. Within groups,
the differences are similar, and sometimes overwhelming, as in
Group B, Q1 (95.5% versus 4.5%). These results are confirmed
by a binomial test, revealing that these differences are indeed
statistically significant and not likely produced by chance. The
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TABLE XV
STUDY OF STATISTICALLY SIGNIFICANT DIFFERENCES IN USER RESPONSES FOR

USEFULNESS, PREFERENCE, AND RECOMMENDATION

TABLE XVI
SIGNIFICANT RESULTS OF THE WITHIN-SUBJECTS MULTIFACTORIAL ANOVA

open-ended questions (Q2, Q4, and Q6) reveal that many users
felt the AR-based setup “more engaging,” “more realistic,”
“more natural,” “more comfortable,” “easier to use,” and “more
responsive.” Nevertheless, some users wearing glasses disliked
this setup for ergonomic reasons. This is an important lesson to
bear in mind for the future exploitation of this technology.

Finally, we have performed a within-subjects multifactorial
ANOVA, including all the subjective data (Group A and Group
B), in order to analyze if there are significant interactions among
the different features of the population and their responses to the
questions, as shown in Table II. This allows us to know if certain
groups of people rate these setups better than other groups.
The following factors (independent variables) are considered:
gender, age, and tested setup. The dependent variables are SF,
CF, DF, EF, RF, OF, depth perception, usefulness, and score.

The analysis reveals that there are several significant effects,
as shown in Table XVI. The effect of age on both the DF
(F[5, 27] = 2.932, p = 0.031, and η2 = 0.352) and the OF
(F[5, 27] = 2.959, p = 0.03, and η2 = 0.354) is not surprising
since older people tend to underrate this kind of systems. The
effect of the setup on both depth perception (3-D) (F[1, 27] =
4.758, p = 0.038, and η2 = 0.15) and usefulness (US) (F[1, 27]
= 5.345, p = 0.029, and η2 = 0.165) simply reflects that the
AR-based system is perceived as more useful and more realistic
in terms of depth perception. The effect of the combination of
gender and setup on the final score (SC) (F[1, 27] = 4.204,
p = 0.05, and η2 = 0.135) reflects that, for some reason,
women using the Magic Leap provided higher score ratings.
Finally, the distraction factor presents significant differences
(F[4, 27] = 3.091, p = 0.032, and η2 = 0.314) when analyzed

by age groups and setup. This is explained because the DF using
the VR-based setup is affected by age, and participants over 50
years felt more distracted with this setup than the rest.

In order to measure the learning effect, we have also per-
formed a similar multifactorial ANOVA with the objective per-
formance measures as dependent variables and the presentation
order (the order in which the two setups were presented to the
participants) as independent variable. The results show that the
presentation order causes significant effects for the time dataset
of Task 1 (1.T) in the VR setup (F[1, 9] = 6.695, p = 0.029,
and η2 = 0.427), for the errors dataset of Task 1 (1.M) in the AR
setup (F[1, 9] = 9.998, p = 0.012, and η2 = 0.526), and for the
errors dataset of Task 2 (2.M) in the AR setup (F[1, 9]= 521.241,
p< 10−3, and η2 = 0.983). The descriptors for the rest of datasets
also suggest a learning effect caused by the presentation order,
but due to high variances, statistical significance is not reached
in these cases.

V. CONCLUSION

In a recently published paper [1], we preliminarily analyzed
the suitability of applying VR and AR for anatomy training
comparing an AR-based setup (using a Microsoft HoloLens
device) with a semi-immersive VR-based setup (using a VR
table), for anatomy training. The results of this previous research
showed that the VR setup was clearly most suitable. In this
article, we complete this research by comparing an improved
version of the AR-based setup (using a Magic Leap One de-
vice) with the aforementioned VR-based system. Unlike in our
previous research, the two setups now use the same interaction
system, which has also been improved in both setups. Thus, the
differences between the two setups lie on the visualization and
conceptualization of the application for each of the paradigms
(AR or VR). The objective of this new experiment is to confirm
if the modifications made in the setups can change the previous
photograph. Our hypothesis is that the improved AR-based setup
will be more suitable, for the anatomy training application, than
the VR-based setup, in terms of these three dimensions: subjec-
tive perception; objective performance; and explicit two-choice
recommendation.

For this reason, we conducted an experimental research with
45 participants, comparing the use of an anatomy training soft-
ware on which the users had to complete two anatomy-related
tasks with the two setups. Objective and subjective data were
collected. From the analysis performed to these data, we can
conclude that the AR-based setup is now the preferred choice
[dimension (iii)] of the participants and provides better results
in terms of subjective perception-related measures [dimension
(i)], confirming our initial hypothesis. One of the three objective
performance-related datasets also shows a small but statistically
significant advantage in favor of the AR-based setup. In fact,
the AR-based setup also performs statistically better, in terms
of total task time for one of the tasks, when tested second,
whereas the VR-based setup does not show any performance
advantage, even if it is tested second. This is an indication that the
AR-based setup provides a slight performance advantage over
the VR-based setup (dimension (ii)). This advantage is canceled
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out by the learning effect when the testing order is reversed.
Regarding complexity, the fact that only a few differences are
found between the results of Task 1 and Task 2 suggests that an
increased complexity should not be a major factor in the choice
of setup.

In addition, maximum average values for the subjective mea-
sures have increased with respect to our first research for most of
the factors, which means that the improvements made have been
successful. Objectives measures are not as comparable since the
tasks are slightly more complex in this new experiment, but
the AR-based setup has eliminated the performance gap with
the VR-based setup, with respect to our first research. In any
case, we can conclude that both setups—and this is probably
the most important conclusion—offer excellent results in the
subjective measures, with both systems approaching the highest
possible values.

Regarding the limitations of the experiment, we still need to
test the learning outcomes that the application could provide.
No anatomy pre- and post-test experience/knowledge was per-
formed, although the number of participants was sufficiently
high, especially given the complexity of conducting such an
experiment in the midst of a global pandemic. The context
(anatomy, dissection, physiology, etc.) in which the training
application is finally used may also influence the comparison.
In addition, we are of course constrained by the technological
limitations of the hardware being tested, so further changes in
both setups could increase the usefulness of the application. This
prevents us from stating categorically that the AR paradigm
is better than the VR paradigm for this type of application.
However, it does allow us to know how to obtain an appropriate
setup for this problem.

In any case, we believe both setups are now ready to transfer
these applications to teaching environments. This will be our
next step in this long research journey so that we can finally
test the effectiveness—in terms of learning outcomes—of these
applications in real teaching environments. We will also continue
researching about possible hardware and software improve-
ments, especially on the VR-based setup. For instance, it would
be interesting to compare the new semi-immersive AR-based
setup with an improved version of the VR-based setup using
an Oculus Quest 2 or an HTC Vive Cosmos HMD since the
anatomy training application could also be implemented with a
fully immersive VR setup.
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