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Abstract—Anatomy training with real cadavers poses many
practical problems for which new training and educational solu-
tions have been developed making use of technologies based on real-
time 3-D graphics. Although virtual reality (VR) and augmented
reality (AR) have been previously used in the medical field, it is not
easy to select the right 3-D technology or setup for each particular
problem. For this reason, this article presents a comprehensive
comparative study with 82 participants between two different 3-D
interactive setups: an optical-based AR setup, implemented with
a Microsoft HoloLens device, and a semi-immersive setup based
on a VR Table. Both setups are tested using an anatomy training
software application. Our primary hypothesis is that there would
be statistically significant differences between the use of the AR
application and the use of the VR Table. Our secondary hypothesis
is that user preference and recommendation for the VR setup would
be higher than for the HoloLens-based system. After completing
two different tasks with both setups, the participants filled two
questionnaires about the use of the anatomy training application.
Three objective measures are also recorded (time, number of move-
ments, and a score). The results of the experiments show that more
than two-thirds of the users prefer, recommend, and find more
useful the VR setup. The results also show that there are statistically
significant differences in the use of both systems in favor of the VR
Table.

Index Terms—Anatomy, augmented reality, comparative study,
Microsoft HoloLens, training, virtual reality (VR), VR table.

1. INTRODUCTION

ECENT advances in virtual reality (VR) and augmented
Rreality (AR), especially regarding visualization and in-
teraction hardware, have pushed these technologies close to
the maturity point of mass adoption. Both technologies are
already being used in a wide range of areas, such as education,
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psychology, entertainment, retail, construction, cultural her-
itage, tourism, etc., with many different applications such as
training, skill learning, maintenance, repair, quality control, or
safety awareness.

Medicine, and anatomy training in particular, is one of the
many areas in which the use of VR and AR is being explored.
However, these technologies still need to break out of the lab-
oratory and become a part of day-to-day use. In addition, it
is not always easy to choose the right technology or setup for
each particular application given the wide spectrum of variants
and flavors in which these two technologies can be instantiated.
From immersive VR—with head-mounted displays (HMDs) [1]
or CAVEs (CAVE Automatic Virtual Environment) [2]—and
semi-immsersive VR—such as visionariums [3] or VR tables
[4], to video-based AR [5], mobile AR [6], spatial AR [7], AR
mirrors [8], or optical-based AR [9], a large set of options is
available. Therefore, the selection of the right technology and
setup for each application must be done carefully, especially
in medicine, which is a highly sensitive area with many social,
legal, and economic implications.

This article examines this question by providing a comprehen-
sive comparison between two different 3-D interactive setups in
the use of anatomy training: an optical-based AR setup and a
semiimmersive VR setup. A Microsoft HoloLens device was
chosen for the former, whereas a VR Table is utilized for the
latter. The comparison is based on two tasks performed by
a series of non-IT-related volunteers with a virtual cadaver
on an anatomy training application that we have developed
specifically for this research and that has been instantiated and
customized for the aforementioned AR and VR setups. The use
of a virtual cadaver is justified because of the many problems
that real cadavers pose: they can be expensive to acquire and
maintain, anatomy training with real cadavers is slow since
many students usually need to share a single body, they raise
ethical questions, they deteriorate, deflate, become black after
some time, and the chemicals used to preserve them pose health
risks—formaldehyde, used to preserve cadavers, is classified as
carcinogenic to humans by the WHO.

Our primary hypothesis is that there would be statistically
significant difference between the use of the AR application and
the use of the VR Table for anatomy training. Our secondary
hypothesis is that users would prefer and recommend the VR
setup over the HoloLens-based setup.
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To the best of our knowledge, this is the first experiment
performed using such a comparative analysis with these type of
devices. This analysis will help researchers develop advanced
VR and AR healthcare setups for instructing and educating in
medical procedures using these types of technologies.

The rest of the article is organized as follows. Section II
reviews related works about comparative studies with VR and
AR and on the use of VR/AR for anatomy training. Section III
describes the materials and methods utilized to perform the
experiments. Section IV details the experimental study. In Sec-
tion V, the results of these experiments are presented and dis-
cussed. Finally, Section VI outlines the future work and shows
the conclusions of the article.

II. RELATED WORK

The technologies of VR and AR have a relatively long history
with thousands of academic works and applications in which
these two paradigms have been adapted to different needs. Both
are based on virtual interactive 3-D elements. However, they
provide two different interaction models, whereas the goal of
VR is to extract the users from their actual world and make
them believe they belong to a virtual synthetic world, AR aims
to provide a seamless integration between real and virtual objects
emphasizing the interaction of the user with the real world.

Regarding the two setups used in this research, several appli-
cations and research works have been published using either
a HoloLens or a VR Table. With respect to the latter, the
nomenclature in the academic literature is not consistent and
many different proposals can be found based on the idea of a
“virtual table” but with dissimilar setups and names, since the
concept is rather broad and has been a recurrent setup in the
field for decades. Examples of virtual tables can be found in [4],
[10]-[12]. There are also several recent commercial VR Tables
[13]-[15] for anatomy training with promising results. However,
unlike our proposal, these virtual tables do not offer tracking
nor stereoscopy. Therefore, their inclusion as VR devices is
controversial. Regarding the HoloLens device, despite being a
fairly recent product, several studies and applications of this
technology can be found in the academic literature [16]-[20].
Examples in the medical field are also not uncommon [9],
[21]-[25] and the use of this device is being explored for surgery
and other applications.

Although the HoloLens is seen as a promising step and can
be already used in its current form for different applications,
some limitations related to the limited field of view (FoV) [25],
the head pose estimation [26], and the hand tracking and gesture
recognition accuracy [27] are reported in the academic literature.
These problems need to be solved before the general public
accepts this technology. Other tracking systems, such as the HTC
Vive Tracker, which is also used in our experiments (in the VR-
based setup), also have tracking limitations. In the case of this
device, a5 mrange and a 120° FoV angle for the base to properly
detect the tracker [28].

Given the large amount of possibilities that VR and AR
bring, many applications of VR and AR to the medical field
can be found in the literature [29]. Surgery is one of the most
researched applications [30], [31] but it is not the only one.
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Virtual environments are also used in treatment, such as in autism
spectrum disorders [32], pain-relief, such as in patients with
phantom-limb pain [33], rehabilitation [34], and training [35].
Anatomy training applications based on VR and/or AR have
also been proposed [36]-[45]. Although not all the proposals
have been properly assessed, research suggests that VR and AR
are valid alternatives for anatomy training, as they are for other
medical and nonmedical uses.

On the other hand, many comparative analyses involving VR
or AR have been performed and documented. Some research
works perform a comparison between VR and AR versions
of the same or a similar application, analyzing presence, user
satisfaction, preference, or performance. Examples of this are
[46]-[49]. No clear general conclusions can be drawn from this
body of research, since the suitability of one or other paradigm
for each specific case depends highly on the application in
which they are used. Other works assess different devices for
the same technology, either VR or AR, and the same application
[50]-[54]. Other researchers compare traditional methods versus
VR/AR alternatives [55]-[58]. The general conclusion is that
VR and AR provide benefits compared to traditional methods,
although these benefits should be tested individually for each
particular application, since they can be significantly different.

There are also a few cases of these types of comparisons of
VR/AR applications for anatomy training [59]-[62]. One recent
work [63] compares VR, AR, and a tablet-based application
for anatomy training. The experiment focuses on learning en-
hancement, although there is no control group with traditional
learning. The authors do not find statistically significant differ-
ences between the three setups but show the benefits that these
technologies could bring. The main conclusion that can be drawn
from this research area is that AR and VR can be successfully
used for anatomy training. Some studies conclude that they can
be used instead of traditional approaches with textbooks, master
classes, plastic models, or even real cadavers [60], whereas
some authors prefer that they supplement traditional methods
instead of replacing them [62]. Although it is likely that real
cadavers will retain a place in medical schools, it is necessary
to explore other ways for anatomy training, given the problems
that they pose. For this reason, this research further explores the
feasibility of using VR and AR for anatomy training, testing
two particular setups. To the best of our knowledge, this is the
first work comparing an optical-based AR application and a VR
Table for anatomy training.

III. MATERIALS AND METHODS

Two different hardware stations were used to perform this
research and evaluate the anatomy training application. The first
one uses a Microsoft HoloLens as its main device; the second one
isa VR Table based on a 3-D TV with stereoscopy. The hardware
and software used in each of these stations is described in detail
in the following sections.

A. HoloLens-Based Station

This station was set up with a table, a 50” inch Sony Bravia
TV and a Microsoft HoloLens device (see Fig. 1). The TV
was only used to visualize what the user was seeing during
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Fig. 1. Schema of the AR-based setup.

the experiment, streaming the video captured by the HoloLens
onto the television. This device consists of a pair of mixed
reality (MR) smart glasses developed and manufactured by
Microsoft. It is a see-through HMD with a built-in PC using
Windows 10. Although the device is marketed by Microsoft
as a MR system, we refer to the HoloLens as an AR device,
since the term AR is more specific than the broader term MR,
which includes anything between the extrema of the Milgram’s
virtuality continuum [64].

The HoloLens features an inertial measurement unit, which
includes an accelerometer, a gyroscope, and a magnetometer,
four “environment understanding” sensors, a depth camera with
a 120° x 120° FoV, a 2.4-megapixel camera, a four-microphone
array, and an ambient light sensor.

In addition to an Intel Cherry Trail system on a chip, contain-
ing the CPU and the GPU, HoloLens features a custom-made
holographic processing unit, which uses 28 custom DSPs to
process and integrate data from the sensors, as well as handling
tasks such as spatial mapping, tracking, gesture recognition, and
voice and speech recognition. The HoloLens contains an internal
rechargeable battery with an average life rated at 2-3 h of active
use. It also features IEEE 802.11ac Wi-Fi and Bluetooth 4.1
low energy wireless connectivity. Fig. 2 shows a user testing the
HoloLens-based station. The estimated cost of setup A is $5000.

The a priori advantage of the HoloLens is that it is wireless
and allows avoiding the use of unnatural hardware controllers.
A detailed evaluation of the accuracy of this device can be found
in [26] and [65].

B. VR Table Station

This station was set up with two Sony Bravia 50” inch 3-D
TVs and a tracking system to recognize the user’s position and
the interaction events (see Fig. 3). The two TVs were arranged
side-to-side and placed with the display on the horizontal plane
facing up. The rationale for using this setup is to provide a
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Fig. 2. User, wearing the HoloLens, using the AR-based setup.
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Fig. 3. Schema of the VR-based setup.

forensic table metaphor with a 1:1 virtual depiction of the
cadaver that needs to be used instead of a real one for anatomy
training. The total size of the display of the VR Table is 223.5
X 63.5 cm, enough for showing a virtual human body without
scaling the model down. Stereoscopy with 3-D active shutter
glasses provides depth cues since proper depth perception is
essential for anatomy training. The table also provides sound
cues by means of the TVs speakers.

The tracking system was based on the same system used by
the HTC Vive, but instead of using an HMD, we used a tracker
that was placed in a cap so we could locate the position of the
user’s head and estimate the user’s pose. The components of the
tracking and interface system were two SteamVR Base Stations,
two Vive Controllers, and a Vive Tracker. A detailed evaluation
of HTC Vive tracking accuracy and latency can be found in [28]
and [66]. Fig. 4 shows a user testing the VR-based station. As
it can be seen, this is not an immersive VR system, because
the user is not fully immersed in the virtual world. However, it
provides head tracking, a large visual field, depth cues, sound
and real-time interaction with the virtual elements. Therefore, it
can be classified as a semi-immersive VR system [67].
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Fig. 4.

User, wearing a trackable cap, using the VR-based setup.
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Fig. 5. Components of the anatomy training application.

The VR Table includes also a PC running Windows 10 Pro
64-bit with an Intel Core i7-4790 CPU at 3.60 GHz, 32 GB of
RAM, and an Nvidia GeForce GTX 1080 graphics card. The
estimated cost of setup B is $3500.

C. Software

We used Unity3D v.2017.1.0 to build the anatomy training
application. This tool was selected because it allows deploying
the same software for different devices. C# was chosen to
program the scripts in Unity, using Visual Studio 2010 to code
and debug them. 3DS Max and Adobe Photoshop were used
to create the 3-D model of the virtual cadaver. A Windows 10
operating system was used to host and run all the software. The
frame rate of the application was locked at 30 frames/s, in order
to provide comparable visualization systems.

The anatomy training application is composed of several mod-
ules (see Fig. 5). The Animation Controlleris the component that
manages the animations related to the location and displacement
of the parts of the virtual cadaver. For example, when a user
moves a body element to a forensic tray, an animation is triggered
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and controlled by this component. The Label Controller is
responsible for tagging each part of the virtual cadaver using
a predefined set of labels, so each time the user selects a part
of the virtual cadaver a label appears for 4 s. Labels are 20-cm
camera-facing billboards, which appear next to the highlighted
element. The Camera Controller manages the cameras of the
application. A camera in the anatomy training application always
represents the user’s point of view. Therefore, it is important to
be able to control the rotation and translation of the camera
depending on the device that is being used. Since we define
two different instances for the two setups (HoloLens and VR
Table), the Camera Controller is a dual component, which in both
cases generates an off-axis parallel stereo pair with asymmetric
frusta. The Audio Controller is responsible for the activation
of sounds according to the user’s interaction in the application.
For example, two different sounds are used to identify when
an object has been grabbed or dropped, respectively. The Input
Manager, like the Camera Controller, is a dual component. It
has two different instances that handle the interaction of the two
types of interaction systems used by the two different setups. The
first instance handles the data collected by HoloLens’ sensors
and performs a translation of these to the events of the applica-
tion. Gestures and motion are the input elements utilized in this
setup. The second instance handles the inputs to the VR Table.
These are the inputs generated by the Vive Controller and the
Vive Tracker. The Task Manager is responsible for initiating and
controlling the execution of the tasks defined in the application.
For instance, if the user needs to grab the heart, this component
is responsible for verifying the status and restrictions of the task
before allowing the heart to be removed. The Data Manager
is responsible for monitoring the time required by each user to
complete the assigned tasks, as well as the registration of the
events performed by the user. This information is presented on
the screen for its registration and subsequent analysis. Finally,
the Application Manager is responsible for coordinating all other
components. In other words, it is responsible for communicating
the status of the application to the other components and for
triggering the events or elements that must be raised to respond
to the actions defined in the system.

It is important to point out that, as seen in Fig. 5, both setups
share most of the software modules (Iabels, audio, animations,
etc.). Thus, the tasks and the visual (labels, color, font, size, etc.)
and acoustic information about the body elements are generated
in the same way for both setups.

IV. EXPERIMENTAL STUDY
A. Protocol Design

In order to decide which of the two setups is the most appropri-
ate for anatomy training, we designed a set of tasks to compare
these two 3-D interactive setups. We ran our experimental study
in the Jackson T. Stephens Spine and Neurosciences Institute
at the University of Arkansas for Medical Sciences (UAMS).
Since the goal of this research is to study the suitability of using
virtual cadavers for anatomy training, students and physicians
who did not have any previous experience using AR or VR
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technologies (for anatomy training) were recruited for the exper-
iment. The experiment was announced in medical schools and
departments related with physiology and basic anatomy courses,
performing a probability sampling to randomly choose some of
the participants of these courses. As a result, 89 people volun-
teered and registered to perform the experiment by signing up
online.

When a person arrived at the laboratory to perform the exper-
iment, we carried out the following protocol.

Presentation and description: Before proceeding with the
experiment, users were provided with a description about the
tasks they had to complete and the maximum time available
to complete them (40 min in total). Then, users were required
to sign a compulsory informed consent where they declared to
agree with the terms of the experiment. The experiment was
divided into two similar sections, one section for each hardware
station, at the end of which users had to complete a survey about
the experience of using the anatomy training application with
the corresponding setup (AR or VR).

Instruction and practice: Before the start of each section,
users received a short briefing on how to use the HoloLens or
the VR Table. In both cases, a free practice of 5 min was carried
out on three main actions: select, drag, and drop.

Experiment: The experiment was designed so that the users
would perform the same set of tasks in the two different setups.
Keeping that in mind, users were divided into two different
groups, as other similar works propose [46], [50], [54]. Group A
included the users who started the experiment with the HoloLens
first and then used the VR Table. Group B included the users who
tried the VR Table first and then, the HoloLens. The experiment
consisted in two different tasks that users needed to complete
using the minimum possible time. During the experiment, user
events were monitored in such a way that, at the end of each task,
a score was generated based on the time required to complete
each task and on the number of movements performed versus the
expected number. The application is designed to count the num-
ber of times an interactive body element (those that are designed
to be movable) was displaced from its previous position.

Evaluation: After users finished the tasks in the first station,
they were prompted to complete Questionnaire 1. Table I lists
the questions asked in this questionnaire. These questions were
grouped in the six factors proposed by Witmer to measure
presence in virtual environments [68]: sensory factors (SF),
control factors (CF), distraction factors (DF), ergonomic factors
(EF), realism factors (RF), and other factors (OF). This six-factor
questionnaire includes questions related to the interface of the
application as well as some questions concerning the actual
content (especially related to the RFs) with the aim of emphasiz-
ing that there are two UX/UI levels when performing usability
evaluations [69]-[71]. Once Questionnaire 1 was finished, users
moved to the station employing the other setup. When the tasks
in this second station were also completed, users were then
asked to complete Questionnaire 2 about the second setup. The
questions of Questionnaire 2 were the same questions listed in
Questionnaire 1 plus six additional questions listed in Table II
about user preference and recommendation regarding these two
setups.

TABLE I
QUESTIONNAIRE 1

Question (factor)
The information displayed on the device was adequate. (SF)
It was easy to handle the VR/AR application. (CF)
The information displayed on the device was easy to read. (SF)
The information displayed on the VR/AR device was clear. (SF)
It was easy to handle the device and its accessories. (CF)
1 did not have to strive to recognize the instructional elements as 3D
elements. (RF)
The 3D virtual elements looked like real. (RF)
The handling of the device and its accessories was simple and without
complications. (CF)
The system responded to my actions adequately. (CF)
The handling of the system and its accessories was natural. (CF)
1 did not feel delays between my actions with the device and the expected
results. (CF)
The control mechanisms of the VR/AR (glasses, lights, surface, etc.) did
not distract me. (DF)
I got used to the VR/AR application for medical purposes and the device.
(CF)
The device and the application were easy to use. (EF)
I found very useful the information provided by the VR/AR application to
complete the actions. (RF)
T had the impression that the aid elements appeared in 3D on the device.
(RF)
The VR/AR application helped me to complete the require actions on the
virtual human body. (RF)
1 found the instructional elements to be useful. (RF)
I had the impression that the 3D labels, required for the task, were part of
the scene. (RF)
There were moments that I thought that the elements that appeared on the
device were real. (RF)
1 did not pay attention to differences between the instructional elements
and the actual device. (RF)
I had the impression that I could have touched the items that appear in the
VR/AR. (RF)
I liked the visual aids to help me complete the task. (RF)
I liked how virtual elements correlate with the actual device. (RF)
T have not felt any kind of discomfort during the experience (dizziness).
(EF)
I have felt the sensation of going in motion with this system. (OF)
I would like to use this technology with other uses. (OF)
The use of the system and its accessories was comfortable for my legs and
arms. (EF)
I liked the experience of using a VR/AR application with a virtual human
body. (OF)
The use of the system did not require a great effort from the legs or arms.
(EF)
The use of the system did not require a great mental effort. (SF)
I'have focused on the actions I had to do and not on the system or the
environment. (DF)
My arms and legs are not tired after the experiment. (DF)
I felt involved during the experience. (OF)
At the end of the experience, I was an expert in the management of the
system. (CF)
Rate the feeling of 3D (depth perception).
Rate the system as a device.
Rate the usefulness of the system as a system to train medical students,
new surgeons or help medical professionals refresh their skills.

B. Task Description

As previously mentioned, the same tasks were used to com-
pare the interaction performed on the two setups used in the
experiment, which was divided into two tasks. The first task
corresponds to a low level of complexity where the main objec-
tive was to locate the heart of the virtual cadaver. Then, the user
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TABLE II
ADDITIONAL QUESTIONS IN QUESTIONNAIRE 2

# Question
Ql- Which system did you find most useful? Why?
Q2
Q3- Which system did you like the most? Why?
Q4
Qs- What system would you recommend to be used as a part of an
Q6 anatomy training? Why?

had to select, grab, and place the heart on a forensic tray that was
arranged next to the cadaver. In order to grab the heart, the user
first needed to remove three organs (ribs, left lung, and sternum)
of the virtual cadaver. Thus, this task requires a minimum of
four movements. In the VR setup, the system showed the user a
text note identifying the first step of the task to be performed
(removal of peripheral organs). Next, a 3-D label instructed
the user to remove the first organ (ribs). Since the HTC Vive
Controller is used as a basic laser pointer, the user can select
a body element in the virtual cadaver if it is pointed for a time
longer than 1 s. Once the right element was selected, the user
could grab and place the organ on the forensic tray by pressing
and holding the trigger button of the HTC Vive Controller. This
process is repeated for the three organs included in the first step
of the task. A similar process has to be completed to grab and
place the heart on a forensic tray once the peripheral organs
were extracted. An analogous procedure is followed in the AR
setup in order to preserve a similar visual and overall simulation
quality. In this case, the pinch gesture in HoloLens allows the
user to select, grab, and move the organs.

The second task involved a greater degree of complexity
since the user was instructed to assemble the respiratory system
from its components. This task consisted on selecting, grabbing,
and moving nine parts of the respiratory system—that were
previously placed in a tray—to their corresponding place in the
virtual human cadaver. Thus, this task requires a minimum of
nine movements. Users used the HTC Vive Controller or the
pinch gesture in the VR or AR setup, respectively, to select,
grab, and move the cadaver organs with an operation similar to
that described for the first task.

Several competencies are needed to acquire anatomy knowl-
edge [72]. One of these competencies is the location of organs
and tissues, especially those that are interconnected forming an
apparatus, such as the respiratory system, as in Task 2. Another
important competence is the identification of body elements, and
the spatial relationship between them, as in Task 1. Spatial ability
is also an important factor in anatomy knowledge [73]-[75].
Therefore, given the absence of consensus about how to inte-
grate computer-based tools in anatomy education [76], we have
chosen two tasks that involve spatial ability and also location
and identification.

A survey of the state-of-the-art also reveals the existence of
different tasks in the assessment of computer-based anatomy
tools. For instance, in [63], participants were not asked to
perform a particular anatomy-related task. Instead, pre- and post-
lesson knowledge tests were performed after a 10-min lesson on
skull anatomy using VR, AR, and a tablet. In [45], however,
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participants were asked to identify and assemble canine bones
with a VR application. Similarly, in [77], a 3-D virtual puzzle
assembly task is used as part of an anatomy learning application.
These tasks are similar to our Task 2.

C. Participants and Groups

The first objective of this experimental study is to discover if
there are differences in the use of the two systems for anatomy
training. The second objective is to analyze which setup would
be recommended or preferred by the users. These goals corre-
spond to the two initial hypotheses of the research.

To achieve these objectives, we carried out a study involving
82 valid participants. We initially started with 89 participants.
However, only 82 people signed the informed consent and suc-
cessfully completed the experiment. On the other hand, although
the experiment was completely anonymous, 14 participants re-
fused to allow that we recorded the times and movements they
required to complete the tasks.

From these 82 participants, 56 of them were women (68.29%)
and 26 men (31.71%). The participants’ ages ranged between
18 and 66. The mean age and standard deviation was 30.98 +
12.97. We split the participants into two groups of 42 and 40
people (denoted as groups A and B), randomly assigning the
participants to each group. Group A was composed of 31 women
and 11 men, whereas group B included 25 women and 15 men.

Several metrics were obtained during and after the anatomy
training experiment. The measurements came from the par-
ticipants (through the questionnaires shown in Tables I and
II) and from the application (objective measures about user
performance such as time, movements, and a score calculated
by the application). The questions listed in Table I are 7-scale
Likert questions with 1 meaning strongly disagree, 2 disagree, 3
somewhat disagree, 4 neutral, 5 somewhat agree, 6 agree, and 7
strongly agree, except for the last three questions where 1 means
poor, 2 bad, 3 somewhat bad, 4 neutral, 5 positive, 6 good, and
7 excellent. The questions shown in Table I are designed to test
hypothesis 1, whereas the questions listed in Table II are asked
to verify hypothesis 2.

Instead of analyzing the responses for each question sepa-
rately, we grouped the first type of Likert-scale questions in the
six factors described by Witmer [68], which is a well-known
approach for assessing virtual environments.

As previously explained, the participants of this article were
split into two groups. The reason behind this separation is to
check if the order in which the two systems were used to
complete the tasks of the experiment has a noticeable effect
on how users perceive each system. Participants in group A
first tested the AR application, filled out Questionnaire 1, then
tested the VR application and finally filled out Questionnaire 2.
Similarly, participants in group B first tested the VR application,
filled out Questionnaire 1, then tested the AR application, and
finally filled out Questionnaire 2.

V. RESULTS AND DISCUSSION

This section presents the results of the statistical analysis
of the data obtained from the experiments with the anatomy
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TABLE III

STUDY OF STATISTICALLY SIGNIFICANT DIFFERENCES BETWEEN THE AR AND 200,0 - E I:i;

THE VR APPLICATION—FACTORS, 3-D PERCEPTION, SCORE, AND USEFULNESS o w
[+
ki

AR VR [ » Cohen’s 1500+
(mean = SD) (mean = SD) d 0
SF 6.214+£0.893 6.444+0.530 -1.406  0.005 -0.323 o
CF 51071419 5.769+0.777 -2.600  0.003 -0.603 E .
DF 5786 +1.150 6.553+0.538  -3.741 <10° -0.886 ’
EF 5917+1.222 6.425+0.575 -2.391 <107 -0.566 —‘7 5
RF 5.704£0.866  5.840 +0.678 0.784 0.111 -0.175
OF | 6.030+0.779 6.325+0.633 -1.877 0188  -0.418 50,0 1
3D 5.619+1.324 6.200+0.911 -2.303  0.005 -0.520 J_
Score | 5.905+1.122 6.100+0.810 -0.899 0.236 -0.202
Use 58811292 6.000+1.261 -0.422  0.871 -0.093 0 T T
HoloLens VR Table
Groups sizes = 42 (A), 40 (B). Degrees of freedom = 80.
Fig. 6. Box plots for tracked times.
TABLE IV
STUDY OF STATISTICALLY SIGNIFICANT DIFFERENCES BETWEEN THE AR AND
THE VR APPLICATION—TIME AND MOVEMENTS
20 - [ Task 1
O Task2 . s
Task 1 Task 2 - *
Time Movements Time Movements % &
(mean + SD)  (mean + SD)  (mean + SD) (mean + £ 15+ i
SD) o 27
R 50467 = 4.639 + 124.253 + 10.056 + 2
30.225 1.099 46.027 2.629 £
VR 19.544 + 4781 + 78.056 + 11.469 + D 10-
12.181 2.697 37.624 3.742 °
! 5.407 -0.291 4.496 -1.818 £ 2 o N
p 0.004 0.338 0.013 0.382 > ° ° 45
Cohen’s Z 54 wer
d 1.458 -0.075 1.105 -0.444 ]£| *
Groups sizes = 36 (A), 32 (B). Degrees of freedom = 66.
o T T
HoloLens VR Table
training application. This statistical analysis is performed with
Fig. 7. Box plots for number of movements.

IBM SPSS 24 software. For all of the analyses detailed hereafter,
significance tests were two-tailed and conducted at the 0.05
significance level.

First, we checked if the collected data follow a normal distri-
bution. As a representative example, the Kolmogérov—Smirnov
test (D = 0.2310 and p-value = 0.4823), the Anderson-Darling
test (A = 0.4698 and p-value = 0.1668), and the Shapiro—Wilk
test (W= 10.5214 and p-value = 0.3188) confirmed that the times
dataset in Task 2 follows a normal distribution. Although for the
sake of brevity we do not detail the rest of the normality tests,
the same happened in the rest of datasets. Therefore, we can use
parametric tests: the #-test and the Cohen’s test for paired and
unpaired data, as well as a correlation study and a multifactorial
ANOVA for analyzing relationships among the parameters in
the experiment.

A. Parametric Tests

Next, we checked if there were statistically significant dif-
ferences between the two systems for the different factors. All
the participants were considered. Table III shows the results of
this analysis, which clearly indicate that there are significant
differences in favor of the VR Table for SF, CF, DF, EF, and for
the question about depth perception. Table IV also reveals that
the time needed to complete both Task 1 and Task 2 using the VR
setup is significantly lower than for the AR case. The reasons
that may explain these differences are the lower response time of

the VR Table compared to HoloLens as well as the easy learning
curve of the VR device. For instance, some users emphasized
accuracy, ease of use of the VR table, as opposed to the problems
that they found when manipulating the virtual organs using the
HoloLens.

Fig. 6 shows the box plots of the distribution of the time
required for the participants to complete both tasks. Not only is
the VR system more efficient in terms of required time but also
there is a smaller dispersion in the results with respect to the AR
system, in which, especially for Task 2, several users required a
very large amount of time. Similarly, Fig. 7 shows the box plot
of the distribution of the number of movements required for the
participants to complete both tasks. In this case, the differences
are small and not statistically significant.

Therefore, based on these results, it can be said that our
primary hypothesis is correct, as there is an important number of
measures (SF, CF, DF, EF, depth perception, and time) that show
statistically significant differences between the two systems in
the use of the anatomy training application.

This analysis is complemented by a study of the differences
between the two setups, for each of the groups of the experiment.
The results are listed in Table V. (group A) and Table VI
(group B). In this regard, users from group A show statistically
significant negative (in favor of the VR setup) differences in four
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TABLE V
STUDY OF STATISTICALLY SIGNIFICANT DIFFERENCES FOR GROUP A

AR VR [ Cohen’s
(mean = SD) (mean = SD) P d
SF 6.214+£0.893  6.554+0.578 -2.898  0.006 -0.461
CF | 5.107+1419 6.161+0.727 -4.008 <107 -0.982
DF | 5.786+1.150 6.286+0.742  -2.723  0.009 -0.529
EF | 5917+1.222 6458+0.641 -3.236  0.002 -0.581
RF | 5.704+0.866 5.863+0.789 -1.179  0.245 -0.192
OF | 6.030+0.779 6220+ 0.808 -1.309  0.198 -0.240
3D 5.619+1.324 5976+1.297 -1.344  0.186 -0.272
Score | 5.905+1.122  6.190+0.943 -1.432  0.160 -0.277
Use | 5.881+1.292 6.095+1.246 -1.040  0.304 -0.169

Group size = 42. Degrees of freedom = 41.

TABLE VI
STUDY OF STATISTICALLY SIGNIFICANT DIFFERENCES FOR GROUP B

VR AR [ Cohen’s
(mean = SD) (mean = SD) P d
SF 6.444+£0.530 6.156 +0.695 2913 0.006 0.470
CF 5.769+0.777 4.919+1.393  3.745 0.001 0.784
DF 6.533+£0.538 5.808+1.207  4.351 <107 0.831
EF 6.425+£0.575 5.919+1.032  3.296 0.002 0.630
RF 5.840+£0.678 5.692+0.890  1.329 0.191 0.189
OF 6.325£0.633  6.044+0.928  2.437 0.019 0.360
3D 6.200+£0.911 5800+ 1.159  2.290 0.028 0.386
Score | 6.100+0.810 5300+1.572  3.663 0.001 0.672
Use | 6.000+1.261 5450+1568  2.372 0.023 0.389

Group size = 40. Degrees of freedom = 39.

factors (SF, CF, DF, EF) whereas users from group B show statis-
tically significant positive (in favor of the VR setup) differences
in all the measures except from RF. The explanation for this fact
may be that the users’ satisfaction and friendliness of our VR
Table, in terms of ergonomics, interface, information displayed,
and ease of use allow a better concentration of the participants
to complete the tasks, compared to the HoloLens. Thus, when
users tried first the HoloLens, they provided acceptable scores
and they did not penalize it later when they tried the VR Table
(since the questionnaire about the AR system had already been
completed). However, when they tested the VR Table first, they
did not hesitate to penalize in their scores the majority of the
factors of the system based on HoloLens. In any case, these
results further confirm that the VR setup obtained higher values
in the responses of the questions shown in Table I.

B. Selection, Preference, and Recommendation

Once it had been proven that there are statistically significant
differences between the VR and the AR versions of the anatomy
training application, in favor of the former, we focused on the
results of the questions shown in Table II. As 77 of the 82
participants answered these questions, group A was formed by
40 participants and group B by 37.

Three major questions were asked in this part of Questionnaire
2 (see Fig. 8). The first one is about the system that is considered
more useful (Q1). From the 77 answers, 58 (75.32%) chose the
VR Table and 19 (24.68%), the HoloLens-based system. If we
study the results by group, in group A, 27 people (67.5% of
the people in this group) selected the VR Table and 13 (32.5%)
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Fig. 8. Results for questions Q1, Q3, and Q5 of Table II.

the AR system, whereas in group B, 31 people (83.78% of the
group) selected the VR Table and only 6 (16.22%) opted for
the HoloLens. As it can be seen, there is a clear majority of
users who consider that the VR Table is more useful than the
HoloLens for this application. This percentage is even higher
for people in group B (those who tested the VR Table first).
The comments of the different users and the responses to Q2
(Why?) help understand this result. In this regard, some users
commented that the VR Table, compared to the HoloLens,
included an easier mechanism to manipulate elements, a larger
FoV, a clearer visualization of labels to identify the organs, as
well as reporting less tiredness when using the system. In the
same way that some participants of the experiment commented
at this point the limited FoV (~30°) of the HoloLens, as stated
in [25], others indicated that they expected higher accuracy
in terms of head pose estimation, hand tracking, and gesture
recognition, as stated in [26] and [27]. Additionally, there were
even five participants who complained about an unexpected poor
performance at the head pose estimation in the HoloLens when
they moved the head quickly, as stated in [26]. Precise and fast
motion tracking is essential in this type of real-time applications
[78]. No similar problems were reported for the VR Table and
the known limitations of the HTC Vive tracking system were
not meaningful in this application.

The second major question is about personal preference (Q3).
As in the previous question, there is a clear preference for the VR
setup. From the 77 total answers, 52 (67.53%) preferred the VR
application, whereas 25 people (32.47%) liked the HoloLens
best. If we study the results by group, in group A, 25 people
(62.5% of the people in this group) selected the VR Table and 15
(37.5%) the AR system, whereas in group B, 27 people (72.97%
of the group) selected the VR Table, and 10 (27.03%) opted for
the HoloLens. These results are very similar to those of Q1 and
it also happens that the preference for the VR Table increases in
group B, although there is also an important preference for the
VR setup alsoin group A. When asked about their reasons for this
preference (Q4), users commented the frustration of grabbing
elements with the HoloLens as well as the lower system lag and
the larger FoV provided by the VR Table.

Finally, the third major question is about recommendation
(Q5). As expected, the VR Table is again clearly the recom-
mended setup: 52 out of 77 participants (67.53%) recommended
the VR Table and 25 people (32.47%) the AR version. If we
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Fig. 9. Correlogram for groups A (left-down) and B (top-right).

study the results by group, in group A, 22 participants (55%
of the group) recommended the VR system and 18 (45%)
recommended the AR system, whereas in group B 30 people
(81.08% of the group) recommended the VR version and 7
(18.92%) recommended the AR setup. These results are similar
to the previous questions, although the percentage of people
recommending the AR system in group A is higher than in
the previous cases, and higher than in group B. This means
also that the order in which the two systems are tested has
an effect in the way people perceive and recommend the two
alternatives. When asked about the reasons for recommending
the VR system (Q6), users commented that this alternative was
more intuitive to use, less distracting, and probably more reliable
for a training session, where it could be used by hundreds
of medical specialists in training. However, some participants
concurred that the HoloLens allows observing the virtual human
body from all the angles, in an easier way than with the VR Table.
In any case, given the results of these questions, it can be
said that the VR setup is perceived more useful and would be
the recommendation and preference of a consistent majority of
users. Therefore, the second hypothesis is also validated.

C. Correlation Analysis

Next, we present in Fig. 9 the correlation analysis for the
responses given by the participants who tested each system first.
The results of this analysis include the significance levels and
the correlation factors, which are shown (only those that are
statistically significant) in colored circles with numbers. These
numbers and colors represent the Pearson’s correlation in 0—100
units. As it can be seen, the degree of correlation between the
different factors and measures is very high, especially between
SE, CF, DF, EF, RF, and OF. The correlation is smaller with

Distraction Factor (DF) by Age
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Fig. 10.  Distraction factor (DF) by age.

respect to the depth perception and usefulness, although there
are statistically significant correlations in all columns for both
groups. There are, in fact, some surprisingly high values such as
the correlations in group A between DF and EF (0.799), CF and
DF (0.757), CF and EF (0.748), CF and RF (0.731). Correlations
in group B are smaller but, nevertheless, generally high, as the
one between DF and EF (0.726). This means that the answers
of the participants are consistent and reliable.

D. Multifactorial ANOVA

Finally, a multifactorial ANOVA was performed in order to
analyze if there is a significant interaction among the different
features of the population and their responses to the questions
shown in Table I. The following independent variables were
studied: gender, age, and tested system. The dependent variables
were SF, CF, DF, EF, RF, OF, depth perception, usefulness, and
score. The analysis reveals that there was only one significant
difference in the distraction factor with respect to age (F[5,61]
= 2.868, p = 0.022, 772 = 0.190). Indeed, as in can be seen
in Fig. 10, users in their fifties and sixties assess poorly the
HoloLens. In fact, there is a clear inverse correlation between
age and the DF for the HoloLens-based system. This effect is
not seen for the VR table. A possible explanation for this is that
the interface in the HoloLens-based setup is perceived as too
complex by older adults who do not feel natural to interact with
holographic objects.

VI. CONCLUSION

Anatomy training with real cadavers poses multiple practi-
cal problems. Therefore, it is important to find alternatives to
traditional anatomy training. 3-D interactive technologies stand
out as one of the most prominent alternatives for traditional
training in many areas, with some previous successful attempts
published in the academic literature in anatomy training that
have proven the applicability of these technological paradigms.
However, it is not easy to select the right 3-D technology or
setup for each particular application. For this reason, this article
presents a comparative study with 82 participants between two
different 3-D interactive setups in the use of anatomy training:
An optical-based AR setup, implemented with a Microsoft
HoloLens device, and a semi-immersive setup based on a VR
Table.
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From the results of this article, we can conclude that our
primary hypothesis (“there are statistically significant differ-
ences between the use of the AR application and the use of
the VR Table”) is corroborated, since significant differences can
be found between the two setups for several measures, namely:
SFs, CFs, DFs, EFs, depth perception, and the time required to
complete the tasks proposed in the experiment. Our secondary
hypothesis (“user preference and recommendation for the VR
application is higher than for the HoloLens-based application™)
is also corroborated by the experimental data, since a sizeable
amount of people prefer (67.53%), recommend (67.53%), and
think (75.32%) that the setup with the VR Table is more useful
than the one with the HoloLens. In addition, the VR setup is the
cheapest of the two.

The reasons for these results seem to be that users’ satisfaction
and friendliness of the VR Table, in terms of ergonomics and
interaction is higher compared to the HoloLens, which despite
having a more immersive setup, is too cumbersome for some
users, especially the oldest ones, who rate this setup significantly
poorer than other age segments. In addition, the limited FoV
featured in the HoloLens degrades the experience, which is not
as immersive as it would be desired. Nevertheless, both systems
obtain high scores in the different questions shown in Table I,
with mean values above 5 (and in many cases above 6) in the
7-scale questions asked.

It is important to emphasize, at this point, that the aim of this
research is to compare these two setups, not the technologies
of AR and VR in general. The results could be different for
other AR/VR setups with different devices and user interfaces.
Performance, latency, and latency jitter [79] of different devices
could also be different and may influence the usability and user
experience [80]. More recent hardware, such as HoloLens 2
or Magic Leap, which provide a larger FoV, or Oculus Quest,
which is completely wireless and provides accurate tracking
based on SLAM techniques (avoiding the need to use any
external hardware to provide tracking), could improve the results
obtained in these experiments. In this same line, an interesting
research direction is to specifically compare the usefulness—
for this type of application—of natural interfaces, such as
voice or gestures, with respect to other interfaces. Another
important research direction is to analyze if the forensic table
metaphor is essential in the AR/VR-based anatomy training or
not.

In any case, the results already presented here can be helpful
for future research about the successful implementation of these
technologies in anatomy training. In fact, given the good results
obtained by both systems, we plan to develop a transfer roadmap.
First, we hope to complete more quantitative and qualitative
evaluations using a different user interface for the AR setup (i.e.,
it would be possible to evaluate the HoloLens using the controller
of the HTC Vive, instead of voice and gestures), producing
further empirical evidences associated with both alternatives.
Next, we plan to test an AR system based on the Magic Leap
glasses and an immersive VR setup based on an Oculus Quest
HMD, in order to further confirm if the VR Table, which follows
the forensic table metaphor, is the preferred setup for anatomy
training. Finally, we plan to introduce these technologies in
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anatomy academic courses to measure the effectiveness of this
approach in a teaching environment.
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