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Resumen

Large scale distributed virtual environments
(DVEs) have become a major trend in distri-
buted applications, mainly due to the enor-
mous popularity of multi-player online games
in the entertainment industry. Since archi-
tectures based on networked servers seem to
be not scalable enough to support massively
multi-player applications, peer-to-peer (P2P)
architectures have been proposed as an e�-
cient and truly scalable solution for this kind
of systems. However, in order to design e�-
cient DVEs based on peer-to-peer architectu-
res these systems must be characterized, mea-
suring the impact of di�erent client behaviors
on system performance.
This paper presents the experimental cha-

racterization of peer-to-peer distributed vir-
tual environments in regard to well-known per-
formance metrics in distributed systems. Cha-
racterization results show that system satu-
ration is inherently avoided due to the peer-
to-peer scheme, as it could be expected. Also,
these results show that the saturation of a gi-
ven client exclusively has an e�ect on the su-
rrounding clients in the virtual world, having
no noticeable e�ect at all on the rest of avatars.
Finally, the characterization results show that
the response time o�ered to client computers
greatly depends on the number of new connec-
tions that these clients have to make when new
neighbors appear in the virtual world. These
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results can be used as the basis for an e�cient
design of peer-to-peer DVE systems.

1. Introduction

In recent years, large scale distributed virtual
environments (DVEs) have become a major
trend in distributed applications, mainly due
to the enormous popularity of multi-player on-
line games in the entertainment industry. The-
se highly interactive systems simulate a 3-D
virtual world where multiple users share the
same scenario. Each user is represented in the
shared virtual environment by an entity called
avatar, whose state is controlled by the user
through a client computer. The system renders
the images of the virtual world that each user
would see if he was located at that point in
the virtual environment. Hundreds and even
thousands of client computers can be simul-
taneously connected to the DVE through dif-
ferent networks, and even through Internet.
DVE systems are currently used in many dif-
ferent applications [13], such as civil and mili-
tary distributed training, collaborative design
and e-learning. Nevertheless, the most exten-
ded example of DVE systems are commercial,
massively multi-player online game (MMOG)
environments [4, 2, 15].

Architectures based on networked servers
have been the major standard for DVE sys-
tems during the last years [13, 3]. In these ar-
chitectures, the control of the simulation re-
lies on several interconnected servers. Client
computers are assigned to one of the servers
in the system. When a client computer mo-



di�es the state (usually the position, but it
can also modify the appearance or other sta-
tefull information) of an avatar, it also sends
an updating message to its server, which in
turn must propagate this message to other ser-
vers and clients. In this sense, concepts like
areas of in�uence (AOI) [13] have been pro-
posed for limiting the number of neighboring
avatars that a given avatar must communica-
te with. All these concepts de�ne a neighbor-
hood area for avatars, in such a way that a gi-
ven client computer controlling a given avatar
i must notify all the movements of i (by sen-
ding an updating message) only to the client
computers that control the avatars located in
the neighborhood of avatar i. The avatars in
the AOI of avatar i are denoted as neighbor
avatars of avatar i. However, in spite of these
techniques networked-server architectures do
not properly scale with the number of exis-
ting users, particularly for the case of MMOGs
(where up to hundreds of thousands of clients
can be simultaneously connected to the sys-
tem) [1].

Peer-to-peer architectures (P2P) seem to be
the most adequate scheme in order to provi-
de good scalability for large scale DVE sys-
tems, and several online games based on P2P
architectures have been designed [10]. Howe-
ver, P2P architectures must face the aware-
ness problem, consisting of ensuring that each
avatar (for the sake of shortness, in the rest of
the paper we will use the term avatar to deno-
te the client computer controlling that avatar)
is aware of all the avatars in its neighborhood
[14]. Solving the awareness problem is a neces-
sary condition to provide each participant with
a consistent view of the environment. In this
sense, di�erent strategies for providing awa-
reness in DVE systems based on P2P archi-
tectures have been proposed [7, 11]. All these
strategies impose both additional communica-
tions between di�erent avatars and additional
computations (performed by the client com-
puters controlling these avatars). In order to
design truly e�cient P2P DVE systems, the
impact that these (and other) computations
and communications have on the real system
performance must be measured.

Based on that motivation, in this paper we
propose the characterization of peer-to-peer
DVE systems. Since the behavior of an ava-
tar can be determined by both the number
of neighbor avatars in its surroundings and
its movement rate [12], we have measured
the e�ects that such parameters have on two
well-known performance metrics for distribu-
ted systems: latency and throughput. Howe-
ver, in order to avoid clock skewings, we ha-
ve measured the response time (de�ned as the
round-trip delay for the messages sent by each
client) instead of latency. Although appearan-
ce and other kind of informations can also be
exchanged between avatars in a DVE, the ef-
fects that adding these exchanges have on the
system can also be achieved by increasing the
movement rate and/or the number of neigh-
bors, since at last they result either in more
messages exchanged among more destinations
or in more messages exchanged during the sa-
me period.

The results show that, unlike in networked-
server architectures, the system throughput
increases with the number of client computers
connected to the system. That is, the peer-to-
peer scheme is fully scalable, as it could be
expected from a fully distributed scheme. Al-
so, the results show that the saturation of a
given client exclusively has an e�ect on the su-
rrounding clients in the virtual world, having
no e�ects at all on the rest of avatars. Finally,
characterization results show that the respon-
se time o�ered to client computers greatly de-
pends on the number of new connections that
these clients have to establish when new neigh-
bors appears in their surroundings. These re-
sults can be used as the basis for an e�cient
design of peer-to-peer DVE systems.

The rest of the paper is organized as follows:
Section 2 details the proposed characterization
setup that allows to experimentally study the
behavior of peer-to-peer DVE systems. Next,
Section 3 presents the evaluation results. Fi-
nally, Section 4 presents some concluding re-
marks and future work to be done.



2. Characterization Setup

We propose the evaluation of P2P DVE sys-
tems by simulation, as it was done for DVE
systems based on networked-server architec-
tures [12]. The evaluation methodology used
is based on the main standards for modeling
collaborative virtual environments, such as FI-
PA [5], DIS [8] and HLA [9]. Since DVE sys-
tems are inherently based on networks, the
metrics used for evaluating the performance
of these systems include the two main metrics
used for evaluating network performance. The-
se metrics are latency and throughput. Nevert-
heless, in order to avoid clock skewing we have
selected throughput and response time (de�-
ned as the round-trip delay for the messages
sent by each client) as the performance me-
trics to be characterized. Concretely, we have
developed a simulator modeling a DVE sys-
tem based on a peer-to-peer architecture. The
simulator is written in C++ and it is com-
posed of two applications, one modeling the
clients and the other one modeling the cen-
tral loader. All clients must initially join the
system through the central loader. Both ap-
plications use di�erent threads for managing
the di�erent connections they must establish.
Such connections are performed by means of
sockets.

Each client has a main thread for managing
the actions required by the user and di�erent
threads for communicating with its neighbor
clients. For each neighbor, two threads are exe-
cuted, one for listening and one for sending
messages. Similarly, the central loader has two
threads for communicating with each client in
the system and also a main thread. It must be
noticed that once a client has joined the sys-
tem, that client does not need to communica-
te with the central loader any more. Since the
goal of this characterization is to study how
the system evolves as clients interact with the
environment, rather than analyzing how new
clients join the system, in our simulator each
client is initially provided with the IP addres-
ses of its initial neighbors.

A simulation consists of each avatar perfor-
ming 100 movements. An iteration of the who-

le system consists of all avatars making a mo-
vement. Each avatar noti�es its neighbors as
well as the central loader when it reaches the
101th iteration, and then it leaves the system.
We have chosen the number of 100 iterations
(movements) for a simulation because it is the
number of movements that the most distant
avatar needs to reach the center of the squa-
re virtual world. The virtual world was a 2D
square whose sides were 100 meters long. Ea-
ch time an avatar moves, it sends a message
to all its neighbor avatars (the client compu-
ter controlling that avatar sends a message to
the client computers controlling the neighbor
avatars). These destination avatars then send
back an acknowledgment to the sending ava-
tar, in such a way that the sending avatar can
compute the round-trip delay for each message
send. We have denoted the average round-trip
delay for all the messages sent by an avatar as
the Average System Response (ASR) for that
avatar (for that client computer).

Two di�erent characterization setups have
been made, depending on the metrics to be
studied. In order to study the system through-
put (the maximum number of clients the sys-
tem can support while maintaining full awa-
reness and reasonable latency levels), we ha-
ve used a cluster of 14 nodes. One of these
PCs hosted the central loader, and the rest
of the 13 PCs hosted the clients in the sys-
tem in a uniformly distributed way. Each node
was a dual Opteron processor running Linux
(SuSE 10.1 distribution). Although a real sys-
tem does not require communication between
clients and the central loader, we have imple-
mented a monitoring algorithm to check that
the system supports a full awareness rate. This
algorithm consists of each client dividing its
cycle time in two phases. In the �rst phase,
clients move following a given movement pat-
tern (described in Section 3) and they com-
municate each other their new location in the
virtual space by exchanging messages. In the
second phase, each client sends the central loa-
der a message containing information about
its new location and also about which other
clients it considers as its neighbors. In this way,
the central loader can compute the awareness



rate in real time. We have used a movement
rate of one client movement each 3.6 seconds.
From this period, 2.1 seconds are dedicated to
the �rst phase and 1.5 seconds are dedicate to
the second phase. Finally, we used an AOI size
of 10 meters.

In order to study the system latency, we ha-
ve used a di�erent characterization setup. In
this case, we have used personal computers in-
terconnected by a fast Ethernet network, hos-
ting the avatars in a uniformly distributed
way. The purpose of such setup is to establish
an upper number for the average value of the
ASR when client computers are slightly loa-
ded. Finally, in order to study the e�ects that
the saturation of a single client computer has
on the rest of clients, we have used the same
setup except that one of the PCs hosts a single
client, and the rest of the PCs host the rest of
the clients in a uniformly distributed way. In
these two setups we have not monitored the
awareness rate, and the movement cycle time
has been reduced accordingly.

3. Evaluation Results

We have simulated the behavior of a set of
independent avatars in a generic DVE system
based on a P2P architecture. These avatars are
located within a seamless 3D virtual world fo-
llowing three di�erent and well-known initial
distributions: uniform, skewed and clustered
[12]. Starting from these initial locations, in
each simulation avatars can move into the sce-
ne following one of three di�erent movement
patterns: Changing Circular Pattern (CCP),
HP-All (HPA) and HP-Near (HPN) [12]. CCP
considers that all avatars in the virtual world
move randomly around the virtual scene fo-
llowing circular trajectories. HPA considers
that there exists certain �hot points� where
all avatars approach sooner or later. This mo-
vement pattern is typical of multiuser games,
where users must get resources (as weapons,
energy, vehicles, bonus points, etc,) that are lo-
cated at certain locations in the virtual world.
Finally, HPN also considers these hot-points,
but only avatars located within a given radius
of the hot-points approach these locations. In

Figura 1: Final distribution of avatars for a) CCP,
b) HPN, and c) HPA movement patterns applied
to an initial uniform distribution of avatars.

order to illustrate these movement patterns,
Figure 1 shows the �nal distribution of ava-
tars that a 2-D virtual world ( represented as
a square map) would show if these movement
patterns were applied to a uniform initial dis-
tribution of avatars. For evaluation purposes,
we have considered the nine possible combina-
tions of the three initial distributions of ava-
tars in the virtual world and the three move-
ment patterns.

3.1. Scalability

The �rst feature to be proved in a peer-to-
peer scheme is its scalability. With this purpo-
se, we have performed more than 4000 experi-
ments to study the behavior of DVE systems
based on a P2P architecture. In all of them,
the system has provided a full awareness rate
while saturation has not been reached by any
CPU. We have made tests with di�erent world
sizes S (the number of connected clients), alt-
hough for the sake of shortness we will show a
single case with 520 avatars.

Concretely, Figure 2 shows a representative
example of the experiments performed in or-
der to study the system throughput. On the
X-axis this Figure shows the iteration number
of the simulation performed, and on the Y-
axis it shows the average value in seconds for
the ASR of all the avatars. Each point in the
plots represents the average ASR of ten di�e-
rent executions of the same simulation. In all
of them, each cluster node hosted 40 clients.

Figure 2 shows that the ASR remains always
below the threshold of 250 ms. required to pro-
vide QoS to users [6] and also with a full awa-
reness rate. Since in these experiments each



Figura 2: Average ASR values for di�erent con�-
gurations of a DVE with 520 avatars

cluster node hosted 40 avatars, we can state
that there would not be any problem (the CPU
utilization would be far from 100%) when exe-
cuting one avatar in one PC.
Additionally, we have analyzed the system

behavior in a transverse way, that is, we have
studied the average ASR values for di�erent
population sizes. Although we have performed
this analysis for all the combinations of ini-
tial distributions and movement patterns, for
the sake of shortness we show here a single ca-
se. All the cases showed similar results. Con-
cretely, Figure 3 shows the average ASR va-
lues provided to avatars when following the
Uniform-CCP scheme.

Figura 3: Average ASR values for di�erent popu-
lations of avatars under a Uniform-CCP combina-
tion

Figure 3 shows three �at lines at a di�erent
levels, showing that while the population in-

creases in an order of magnitude (from 100 to
1000 avatars) the average ASR increases by
a factor of two, and it is still far from the
QoS threshold of 250 ms.. Therefore, these ex-
periments prove that the peer-to-peer scheme
is fully scalable, regardless of the number of
client computers connected to the system. Alt-
hough these results could be expected due to
the inherently distributed nature of the peer-
to-peer scheme, it is worth mention the remar-
kable di�erences with the results provided by
the networked-server scheme [12].

3.2. Levels of Interaction

Another aspect of P2P DVEs to be charac-
terized is the behavior of the system under dif-
ferent levels of interactions, that is, under dif-
ferent communication rates and di�erent num-
bers of neighbors to communicate with. Con-
cretely, we have measured the average value of
the ASR provided to all avatars for di�erent
movement patterns and initial distributions of
avatar in the virtual worlds. Since the wor-
kload that a given avatar adds to the system
depends on both the movement rate of the ava-
tar and also on the number of neighbor avatars
in the virtual world [12], we have measured the
ASR provided by the system for di�erent va-
lues of these two parameters. In these tests we
used a wide range of populations sizes. Howe-
ver, for the sake of shortness we will show in
this Section the results for a system with 101
avatars. Concretely, Figure 4 shows the results
for all of the distributions with a cycle period
T of 0.6 seconds (all avatars make a movement
every 0.1 seconds) and an AOI of 10 meters,
while Figure 4 shows the results for the same
AOI but now with a movement rate of 0.1 se-
conds. Then, Figure 5 show the results for an
AOI of 20 meters and a movement rate of 0.1
seconds. Both Figures show on the X-axis the
iteration number (a simulation is composed of
100 iterations), and it shows on the Y-axis the
average value of the ASR provided to all the
avatars.
In Figure 4 it can be seen that the th-

ree plots corresponding to the HPA movement
pattern and the plot for the HPN pattern with
a skewed initial distribution of avatars show a



linear increasing with the number of iterations.
That is, for these patterns the client compu-
ters are not capable of sending, returning and
processing the number of messages generated
by avatars when they move in a period cy-
cle. This is due to the fact that in the HPN
and particularly in the HPA pattern, avatars
tend to crowd the hot points, increasing the
number of neighbors in the AOI in the sub-
sequent iterations. Since they must send more
messages in the same cycle period, the client
computers become saturated and the average
ASR increases.

Figura 4: Average ASR values for T=0.1 s.&
AOI=10 m.

Figure 5 shows the results for the same
population of avatars and the same patterns
when the AOI size is doubled. The results
shown in this Figure are similar to those shown
in Figure 4.
Figure 5 shows that for �ve combinations

of movement patterns and initial distributions
of avatars the average ASR values linearly in-
crease with the iteration number. This beha-
vior indicates that the client computer cannot
process all the messages sent and received at
that rate. These results show that increasing
the AOI size has less signi�cant e�ects on sys-
tem latency than the movement rate of ava-
tars. When comparing this Figure with Figu-
re 4 the only signi�cant di�erence is that in
the former one there are �ve plots with a non-
zero slope, while in the latter one there are
four plots.
Additionally, Figure 5 shows an unexpected

Figura 5: Average ASR values for T=0.1 s. &
AOI=20 m.

behavior. E�ectively, it can be seen that the
plot with the highest ASR values is the CCP
movement pattern with a skewed initial distri-
bution of avatars in the virtual world (SKW
CCP). This is a strange behavior, because the
CCP pattern describes a circular pattern and
therefore the number of avatars within the
AOIs of avatars does not increase as simula-
tion proceeds.

In order to �nd the reasons for this strange
behavior, we have studied the average percen-
tage of messages sent by any avatar in each
iteration, in respect with the total number of
avatars in the system S. Although the results
are not shown here due to space limitations,
the CCP pattern provided on of the lowest per-
centage of messages, therefore discarding the
number of messages as the cause of the stran-
ge behavior. Also, we studied the number of
neighbors, but the percentages of neighbors in
each iteration for the SKW CCP combination
neither were the higher ones.

Finally, we studied the number of new con-
nections started by avatars in each iteration.
Figure 6 shows the average percentage of con-
nections started by avatars (in an accumula-
tive measurement), with respect to the total
number of avatars in the system S.

Figure 6 shows that the SKW CCP plot
is one of the combinations with the highest
number of new connections per iteration, and
therefore these results can explain the beha-
vior shown in Figure 5. E�ectively, the CCP



is a circular movement pattern. When this pat-
tern is applied on a skewed distribution of ava-
tars, in each iteration there are a lot of avatars
that enter and leave the AOI of each avatar.
This event occurs for a lot of avatars, forcing
the corresponding client computers to esta-
blish new connections and also to �nish some
of the current ones. The overhead required to
perform these actions makes the client compu-
ters to enter saturation, the connections can-
not be established immediately and therefore
the average ASR increases.

Figura 6: Average fraction of new connections for
AOI=20m and T=0.1

As a result, we can state that not only
the number of current neighbors, but also the
number of new connections made along time
by avatars a�ects the ASR provided to other
avatars, particularly if the client computers are
close to saturation.

3.3. Client Saturation

Additionally, we have studied the e�ects
that a slow client computer or network link(s)
can have on the rest of client computers. For
this study, we have tested the 9 di�erent com-
binations of initial distributions of avatars and
movement patterns on a real DVE system ba-
sed on P2P with 101 PCs. In these experi-
ments, we have forced a given avatar (contro-
lled by a single client computer) to move faster
and faster, until the number of movements per
second is so high that the client computer can-
not send all the messages to the corresponding
neighbors within the cycle period. Under these

conditions, we have measured the latency (the
ASR) provided to di�erent avatars. We have
used the consistency algorithm used in [11].
This algorithm distinguishes among di�erent
kinds of neighbors of a given avatar i. First,
the �rst level neighbors (L1) are those avatars
located inside the AOI of avatar i. Next, the
second level neighbors (L2) are those avatars
that are L1 neighbors of the L1 neighbors of i
and are not inside AOI of avatar i. Therefore,
we have computed the average ASR value pro-
vided to i, the average ASR value provided to
its L1 neighbors, the average ASR value provi-
ded to its L2 neighbors and the average ASR
value provided to rest of the avatars in the
system.

Due to space limitations, we will show the
results only for a single combination of initial
distributions and movement patterns of ava-
tars. Howeve, all the combinations produced
very similar results. Figure 7 shows the results
for the combination of a uniform distribution
of avatars and an HPAll movement pattern.
While the plot for AV0 has a parabolic shape,
the shape of the plot for L1 neighbors is linear
with a low slope. The plot for the L2 neighbors
is similar to the plot for L1 neighbors, except
that from the 70th iteration up it becomes ne-
gligible. The plot for the rest of avatars is a
�at line with a negligible value. These plots
indicate that the e�ects of the saturation of
AV0 (the client computer controlling AV0) are
one order of magnitude lower in its L1 and L2
neighbors, while they are negligible in the rest
of avatars. Therefore, with all these results we
can state that the e�ects of the saturation of
a given avatar are limited to L1 and L2 neigh-
bors. The rest of avatars are not a�ected.

4. Conclusions

In this paper, we have proposed the expe-
rimental characterization of peer-to-peer dis-
tributed virtual environments, in order to set
up the basis for an e�cient design of this
kind of DVE systems. The characterization re-
sults show that system saturation is inherently
avoided due to the peer-to-peer scheme, as it
could be expected. Also, characterization re-



Figura 7: E�ects of a client saturation on di�erent
kinds of avatars under a Uniform-HPALL combi-
nation

sults show that the saturation of a given client
exclusively has an e�ect on the surrounding
clients in the virtual world, having no e�ects
at all on the rest of avatars. This result can be
crucial for designing an awareness technique
or to achieve an acceptable time-space consis-
tency.
Finally, characterization results show that

the response time o�ered to client computers
greatly depends on the number of new con-
nections that these clients have to make when
new neighbors appear in their areas of inter-
est. That is, the saturation of an avatar (of the
client computer controlling that avatar) can
be produced by the sudden appearance (or di-
sappearance) of several neighbors in its AOI.
These results can be used as the basis for an
e�cient design of peer-to-peer DVE systems.
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