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Metaheuristic Solutions for Providing QoS in
DVE systems

P. Morillo, J. M. Orduna, M. Fernandez , J. Duato

Resumen—

Distributed Virtual Environment (DVE) systems
have experienced a huge growth last years. In these
systems, a large set of remote users share a 3D virtual
scene. In order to design scalable DVE systems, dif-
ferent approaches have been proposed to maintain the
DVE system working under its saturation point, max-
imizing system throughput. Also, in order to provide
quality of service to avatars in a DVE systems, avatars
should be assigned to servers taking into account,
among other factors, system throughput and system
latency. This highly complex problem is called qual-
ity of service (QoS) problem in DVE systems. This paper
proposes two different approaches for solving the QoS
problem, based on modern heuristics (simulated an-
nealing and GRASP). Performance evaluation results
show that the proposed strategies are able no only to
provide quality of service to avatars in a DVE system,
but also to keep the system away from the saturation
point.

Palabras clave—Distributed Computing, Distributed
Virtual Environment, Heuristic search.

I. INTRODUCTION

Distributed Virtual Environments (DVE) are sys-
tems where many users can connect their client com-
puters through different networks and interact in the
same 3D virtual scene [16]. Each user of the DVE
appears in the virtual world as an entity, usually hu-
manoid, called avatar. Avatars are controlled by the
users, and each avatar offer a different point of view
of the scene. DVE systems are currently used in
many different applications such as collaborative de-
sign [15], civil and military distributed training [7],
e-learning [8] or multi-player games [5]. Nowadays,
most of current DVE systems have a network-server
architecture. In this architecture (also denoted as
mirrored-server) each user of the system is a assigned
to a server, so that when a client performs a move-
ment in the virtual scene it sends updating messages
to the server where it is assigned to. This server will
be responsible for distributing this message to the
rest of clients and servers of the system, in order to
maintain a consistent view of the virtual world for
all the avatars. In order to avoid a message outburst
when the number of clients increases, concepts like
areas of influence (AOI) [16] have been defined. This
concept describes a neighborhood area for avatars,
in such a way that a given avatar must notify his
movements (by sending an updating message) only
to those avatars located in that neighborhood. These
destination avatars are denoted as neighbor avatars.
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Lui and Chan have shown the key role of finding a
good assignment of avatars (clients) to servers in or-
der to ensure both a good frame rate and a minimum
network traffic in DVE systems [6]. The problem of
efficiently assigning avatars to the different servers
of the system is called the partitioning problem [6],
and several approaches have been proposed for solv-
ing it. Lui and Chan model the problem as a formal
numerical optimization problem and obtain the so-
lution using an ad hoc algorithm [6]. Keeping the
same specifications of the problem, the results ob-
tained by this technique have been improved by using
metaheuristic techniques [9]. However, none of these
approaches takes into account the non-linear behav-
ior of DVE systems with the number of avatars in
the system, shown in [10]. This work shows that the
main purpose of any partitioning method should be
keeping all servers in the system away from reaching
99% of CPU utilization. Otherwise, the entire DVE
system enters saturation and system latency greatly
increases. Recently, an adaptive strategy that takes
into account this non-linear behavior of DVE sys-
tems has been proposed for solving the partitioning
problem [12].

However, once the partitioning method has en-
sured that the system is under its saturation point
(it has provided a partition where the estimated per-
centage of CPU utilization in all the DVE servers is
under 99%), then the computing resources can still
be used to decrease the average system time response
provided to avatars. This improvement should be
carried out also by the partitioning method, since
it is really a trade-off between system throughput
and system latency. The problem of solving the par-
titioning problem ensuring that the system is under
its saturation point and at the same time the average
latency provided to avatars is minimized is known as
the quality of service problem (QoS problem). This
problem can be modelled as finding a partition min-
imizing a new quality function.

In this paper, we propose a comparative study
of two different metaheuristics for solving the QoS
problem. One of them is Simulated Annealing (SA),
a stochastic metaheuristic. The other one is GRASP,
a constructive metaheuristic. Performance evalua-
tion results show that the proposed metaheuristics
are both valid methods for solving the QoS prob-
lem, simultaneously providing quality of service to a
large set of avatars and also maintaining the DVE
system under the saturation point. Therefore, they
can be used as a valid partitioning methods to pro-
vide QoS to avatars in DVE systems. The rest of the
paper is organized as follows. Section II details the
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problem of providing QoS to avatars and how it has
been addressed in DVE systems. Also, we propose
in this section a method to provide QoS through the
partitioning problem. In Section III, we describe the
tuning of two different heuristics when applied to the
solving of this problem. Next, Section IV presents
the performance evaluation of the proposed heuris-
tics. Finally, Section V presents some concluding
remarks and future work to be done.

II. THE QUALITY OF SERVICE PROBLEM IN DVE
SYSTEMS

The Quality of Service problem (QoS problem)
has been already described in DVE systems, and
some strategies have been proposed for solving it [1],
[17]. Approaches like [17] use latency compensating
methods in order to repair the effects of high net-
work jitter. Adaptative rendering strategies like [1]
or [16] modify the resolution of the 3-D models de-
pending on the client connection speed. However,
none of these strategies takes into account the non-
linear behavior of DVE systems with the workload
assigned to each server, as described in [10]. There-
fore, these strategies cannot guarantee that the per-
formance provided to avatars will not degrade be-
yond any threshold value.

The QoS problem can be expressed in DVE sys-
tems as latency constraints. In order to fulfil these
constraints, and taking into account the non-linear
behavior of these systems described in [10], a trade-
off among server saturation, clients’ interactivity and
system stability must be reached. A DVE system
can only offer QoS to clients if it is working under
its saturation point and at the same time the average
round-trip delay for the messages sent by each avatar
(denoted as ASR, for average system response) is
lower than 250 ms. [17]. However, the ASR pro-
vided to a given avatar ¢ depends on where avatars
located in the AOI of i are assigned to. If avatar i is
assigned to server s then the ASR for avatar i linearly
decreases with the number of avatars in the AOI of
1 that are migrated from other servers to server s .
Therefore, the problem of offering QoS to avatars can
be expressed as a new partitioning problem. A par-
titioning method that provides QoS to avatars will
have to maximize the number of neighbor avatars
assigned to the same server and at the same time it
will have to keep the system away from saturation.
Additionally, since this strategy is a global load bal-
ancing scheme it must not migrate more than 30% of
avatars in the system [4]. Therefore, the partitioning
problem will consists of finding a partition complying
with all these three requirements.

In order to solve this partitioning problem, we pro-
pose a quality function that takes into account all
these requirements. Equation 1 represents the pro-
posed evaluation function, composed of three terms.
This quality function measures the quality of each
partition (assignment of n avatars to s servers).

n

faos = Y hepu(i) + Y hasr () +1m (1)

i=0 j=0

The term hcpy(2) is a function of the percentage
of CPU utilization in server . The behavior of this
function is shown in Figure 1.
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CPU rate of server-i (%)

Fig. 1. Behavior of hepy (i) function as CPU utilization in
server i increases

The behavior of hep, (i) function is exponential.
While the percentage of CPU utilization in server
1 is under 80%, this function provides a low value.
However, as the percentage of CPU utilization goes
beyond this threshold value, function hep, (i) greatly
increases. In this way, this function rejects any par-
tition where at least one of the DVE servers is close
to saturation.

Figure 2 shows the behavior of h,s.(j) function.
This function measures the ASR provided to avatars
by the system, and it is composed of two sections.
hasr(j) shows an inverse exponential behavior for the
section between the zero value and an ASR value of
250 ms.. From this value up this function shows a
parabolic behavior. Therefore, function h,s-(j) pe-
nalizes partitions where the ASR of avatars is higher
than 250 ms.
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ASR of avatar-i (ms.)

Fig. 2. Behavior of hasr(j) function as ASR increases

Finally, the term n,,(¢) is a function of the number
of avatars that should be migrated in order to obtain
a given partition. Figure 3 ilustrates the behavior of
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this function, that is also composed of two sections.
The section from the zero value to one third of the
existing avatars shows a linear behavior. From one
third up, this function also show a parabolic behav-
ior. In this way, this function avoids partitions that
can only be obtained by migrating more than 30%
of avatars.

0 0.3xN N
Number of migrated avatars

Fig. 3. Behavior of n, (i) function as the number of migrated
avatars increases

Thus, the QoS problem in DVE system is reduced
to find the minimum value of fg,s. Because of the
high complexity of this problem, labelled as NP-hard
in other systems [18], we propose two different ap-
proaches based on metaheuristic procedures. These
approaches solve the problem in a domain composed
by n® different feasible solutions.

III. HEURISTIC ADAPTATION FOR QOS PROBLEM
IN DVE SYSTEMS

Metaheuristic strategies are widely considered as
one of the most practical approaches for highly com-
plex problems. A wide range of different problems
have been solved using these strategies. Moreover,
metaheuristics have been used in DVE systems for
solving the partitioning problem [9]. In this section,
we present the implementation and tuning of two dif-
ferent heuristics, based on simulated annealing and
GRASP, for solving the QoS problem in DVE sys-
tems.

A. Simulated Annealing

Simulated Annealing (SA) is a stochastic meta-
heuristic based on a thermodynamic theory. This
theory establishes the minimum energy state in a
system can be found if the temperature decreasing is
performed slowly enough [3]. SA is a heuristic search
technique that always accepts better solutions than
the current solutions, and also accepts worse solu-
tions according to a probability system based on the
system temperature.

SA has been used in a wide range of problems [3],
[9], [13]. This method models system temperature
as the probability of accepting a worsening result.
SA starts with a high system temperature, and in
each iteration system temperature is decreased. In
this way, SA can leave local minima by accepting
worsening results at intermediate stages. The search

method ends when either the number of iterations
finishes or system temperature is so low that accept-
ing worsening results is practically impossible.

The proposed implementation of SA method when
applied to solving the QoS problem in DVE systems
deals with boarder avatars. Two avatars (a; and a;)
are boarder avatars if they are assigned to different
servers (s, and s;) and their AOIs intersect. The
assignment of boarder avatars is critical, and it al-
lows to obtain partitions with low levels of hyg-. An
iteration of SA consists of randomly selecting two
different boarder avatars and randomly performing
one of these three actions: exchanging the assign-
ment of servers, both avatars server s, or assigning
both avatars to server s,. Once this action is per-
formed, the quality function for the resulting par-
tition is computed. If the resulting value of fgos
is higher than the previous one plus a threshold T,
that change is rejected. Otherwise, it is accepted (the
search method must decrease the value of the quality
function fg,s associated with each assignment). The
threshold T used in each iteration ¢ of the search de-
pends on the rate of temperature decreasing R, and

it is defined as
Rxi
R— 2
(%) @)

where N determines the finishing condition of the
search. When N iterations are performed without
decreasing the quality function fg,s, then the search
finishes.

As literature shows ([3], [9]) the two key issues
for properly tuning this heuristic search method are
the number of iterations N and the temperature de-
creasing rate R. Figures 4 shows the fg,s values
obtained with SA method when different number of
iterations are performed. Figure 4 shows that foos
decreases as the number of iterations increases, un-
til value of 7500 iterations is reached. From that
point fgos value remains constant or decreases very
slightly, showing the impossibility of finding better
search paths when more iterations are performed.
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Fig. 4. Variation of quality function fgos for different num-
bers of iterations

Figure 5 shows the fg,s values obtained with SA
method when different cooling rates are considered.
These results have been obtained for a DVE sys-
tem composed of 700 avatars assigned to 10 servers.
Figure 5 shows that fgo,s decreases until a value
of 1% is reached. From this point quality function
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also increases, since cooling rate is too high and the
search method accepts too many worsening solutions.
Therefore, for this DVE configuration, the number of
iterations and cooling rate selected for SA method
has been 7500 and 1% respectively.
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Fig. 5. Variation of quality function fg,s for different cooling
rates

B. Greedy Randomized Adaptive Search (GRASP)

GRASP is a constructive technique designed as a
multi-start heuristic for combinatorial problems [2].
It has been shown to quickly produce good quality
solutions for a wide variety of problems [14],[9].

The proposed implementation of the GRASP
method for solving the QoS problem in DVE systems
starts with an initial partition. This initial partition
is provided by the load balancing technique proposed
in [12]. Therefore, we ensure that the initial partition
is well-balanced and all servers have a percentage of
CPU utilization as low as possible. At this point,
GRASP method will be used for searching a near op-
timal partition that provides QoS to the maximum
number of avatars migrating the minimum number
of avatars.

The first step in our GRASP implementation con-
sists of sorting the avatars whose messages show a
round-trip delay higher than 250 ms. (those avatars
not provided with QoS) by their presence factor fj.
We define the presence factor (f,(i)) of avatar i [11]
as the number of avatars in whose AOI avatar i ap-
pears. The idea is to provide QoS to those avatars
that require the least system efforts. The avatars
with the higher presence factor should receive up-
dating messages from a lot of avatars, and it will
send messages to a lot of avatars. Therefore, migrat-
ing these avatars to the proper server can decrease
the round trip-delay for the messages sent by a lot
of avatars (can provide QoS with the least effort).
Moreover, if GRASP method focuses only on this
kind of avatars then it will significantly decrease the
term Z?:o hasr(J) in fgos function without signifi-
cantly increasing the term n,,.

The first ¢ elements in the sorted list of avatars
(from a population of n avatars) are denoted as
critical avatars. GRASP method considers critical
avatars as non-assigned avatars, and they will be
agssigned by GRASP method to a server in such a
way that QoS is provided to them. The rest of
the n avatars (denoted as the e easy avatars, where
n = ¢ + e) will not be re-assigned, and they will

remain assigned to the same server where they were
initially assigned to. The assignment of each of the ¢
critical avatars are obtained in each of the iterations
of the GRASP method. The number of iterations
(the number of re-assigned avatars) is the only pa-
rameter to be tuned for GRASP method. If ¢ value is
set too low, then only a few avatars will be provided
with QoS. Also, if ¢ value is set too high (trying to
provide too many avatars with QoS) then GRASP
method will not be able to find a partition fulfilling
all the requirements for all avatars, and it will take
a long time for providing bad partitions.

Each iteration of GRASP method consists of two
steps: construction and local search. The construc-
tion phase builds a feasible solution choosing one
critical avatar by iteration, and the local search de-
rives this temporal solution following a neighborhood
criterion. Concretely, we propose an implementation
where each iteration i performs the next steps:

« Constructive phase:

1. The first avatar in the sorted lists of critical
avatar is randomly assigned to a server, and
the quality function fg,s is computed for the
partition composed of the e easy avatars plus
this new avatar assigned to that server.

2. The previous step is repeated with the remain-
ing ¢ — 1 avatars in the sorted list of critical
avatars. This step will provide a list of c—i+1
different critical avatars each of them ran-
domly assigned to a server and each one with a
fqos value. This list will be denoted as the list
of candidate avatars for iteration i (LCA(i)).
LCA(4) will have a size equal to ¢ —i+1, that
is, the number of non-assigned avatars for it-
eration ¢. Each element in LCA(%) will have
the form (non-assigned border avatar, server,
resulting fqos.

o Local search phase:

1. LCA(i)list is sorted (using Quick-sort algo-
rithm) by the resulting cost fgos in ascendent
order, and then is reduced to its top quartile.
An avatar j in this reduced LCA(4) list is ran-
domly selected for local search.

2. Local search on avatar j consists of looking of
non-assigned critical avatars that are neigh-
bors of avatar j. If any avatar k exists in
LCA(i) and k is a neighbor avatar of j, then
all possible assignments of avatar k to the
different servers are considered. For each of
them, the quality function fg.s is computed
for the partition composed of the e +7 —1 as-
signed avatars plus this new avatar k assigned
to that server.

3. If there not exists any avatar k that is a neigh-
bor avatar of avatar jand at the same time
appears in LCA(i), then the solution of iter-
ation i consists of assigning avatar j to the
server where avatar j is assigned in LCA(7).

4. If any avatar k exists, then all assignments
of avatar k (and any other existing avatar in
the previous step) to the different servers and
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their resulting fgos are sorted in ascending
order to form the list of local search assign-
ments LLSA(i), together with avatar j and
its assignment in LCA(7). The first element
(the assignment of avatar j or its neighbors
with the minor fg.s value) is selected as the
solution of GRASP for iteration i

The main parameter to be tuned in GRASP
method is the number of avatars ¢ that the initial
partition must leave unassigned. Figure 6 shows the
tuning of GRASP method when this value is varied.
This figure shows the values of fg,g obtained for dif-
ferent values of this parameter. The results shown in
these figures have been obtained from a DVE system
composed of 700 avatars and 10 servers.
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Fig. 6. Variation of quality function fg,s for different values
of ¢

This figure shows that as the number of critical
avatars increases the quality of the provided parti-
tions increases (fgos value decreases), until al value
of 125. From that point it remains constant or
even increases. Although we have not included here
due to space limitations, the results for the execu-
tions times show that for this DVE configuration the
execution time required for obtaining the partition
greatly increases from a threshold value of 125 iter-
ations. Thus, we have chosen this value in order to
obtain good quality solutions without spending too
much execution time. A higher number of iterations
would require too much execution time and it would
not provide significantly better solutions.

IV. PERFORMANCE EVALUATION

In this section, we present the performance evalu-
ation of the heuristics described in the previous sec-
tion when they are used for solving the QoS problem
in DVE system. We have empirically tuned SA and
GRASP search methods in two different DVE con-
figurations, denoted as MEDIUM1 and MEDIUM2.
Empirical results have been obtained from our DVE
simulation tool described in [10], [11] and [12]. This
tool models the behavior of a generic DVE system
with a network server architecture on a real network
of heterogeneous computers. MEDIUMI1 is com-
posed by 250 avatars and 3 servers, and MEDIUM 2
is composed by 700 and 10 servers. In both configu-
rations uniform, skewed and clustered distribution of
avatars have been simulated. However, due to space
limitations, we present here the result for MEDIUM?2

configuration. The results obtained for MEDIUM1
configuration were very similar.

Tablel shows the performance evaluation results
obtained for MEDIUM?2 configuration when the pro-
posed method is simulated under different initial dis-
tributions of avatars in the virtual world. For com-
parison purposes, we have evaluated the DVE perfor-
mance obtained with ALB method [12] and the per-
formance obtained with the proposed methods, SA
and GRASP. For each of distribution of avatars, ta-
ble T contains three columns, one for each partition-
ing method. These columns show the performance
provided by each method. The first nine rows, la-
belled with Sx, show the percentage of CPU utiliza-
tion reached in each DVE server with each partition-
ing method. Last but two row shows the number of
avatars in the partition provided by each partition-
ing method whose messages showed an average round
trip-delay lower than 250ms. That is, this row shows
the number of avatars provided with QoS by each
partitioning method. Next row shows the number of
migrated avatars I'(Pp) in the whole simulation. Fi-
nally, last row shows the execution time required by
each partitioning method to provide the final parti-
tion tested in the simulation.

Table I shows that for large DVE configurations
the proposed methods allows to provide QoS to a
significatively higher amount of avatars. Thus, for
example, for a uniform distribution of avatars in the
virtual world GRASP method is able to increase
about a 22% the amount of avatars provided with
QoS with respect of ALB method, while maintaining
all servers far from reaching 95% of CPU utilization
and also migrating less than one third of the popula-
tion of avatars. In the case of a clustered distribution
of avatars, GRASP is able to increase in about 50%
the amount of avatars provided with QoS, in relation
to ALB method. In the case of an skewed distribu-
tion of avatars, the increasing is about a 300%. These
results fully validate the proposed method as a valid
approach for providing QoS to the highest number
of avatars as possible.

It is also worth mention the great differences in
absolute terms that the same method provides for
the different distributions of avatars, particularly be-
tween the uniform distribution of avatars and the
other two distributions. This difference is due to the
differences in the presence factor of avatars between
the distributions. Since most of the avatars are very
close each other in both skewed and clustered distri-
butions, then most of avatars are highly connected
with other avatars. As a consequence, it is more diffi-
cult to distribute these avatars between more servers
while still providing QoS to all of them.

Finally, table I also shows similar execution times
and number of migrated avatars for both proposed
methods. However, for all three distributions of
avatars GRASP method obtains partitions with less
numbers of avatars without QoS than SA method.
The reason of this behavior is the fast and powerful
mechanism of GRASP approach in order to explore
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TABLA I
RESULTS FOR A MEDIUM2 DVE CONFIGURATION

Uniform distribution
ALB SA GRASP
S0 (%) 25 23 21
S1 (%) 28 30 29
S2 (%) 18 19 35
S3 (%) 17 14 14
S4 (%) 20 20 8
S5 (%) 17 18 12
S6 (%) 16 13 41
S7 (%) 22 23 9
S8 (%) 17 21 16
S9 (%) 17 16 12
QoS 544 629 663
T'(Po) - 97 101
Tewe(s.) - 7.6 5.3
Skewed distribution
ALB SA GRASP
S0 (%) 67 85 42
S1 (%) 58 46 78
S2 (%) 64 69 56
S3 (%) 63 48 58
S4 (%) 66 71 67
S5 (%) 89 67 51
S6 (%) 36 67 58
S7 (%) 55 62 84
S8 (%) 78 59 87
S9 (%) 65 66 59
QoS 92 232 270
T'(Po) - 209 204
Tewe(s.) - 20.1 18.8
Clustered distribution
ALB SA GRASP
S0 (%) 88 75 87
S1 (%) 71 69 61
S2 (%) 93 74 76
S3 (%) 80 75 76
S4 (%) 69 77 s
S5 (%) 74 76 74
S6 (%) s 78 61
S7 (%) 71 79 84
S8 (%) 74 77 85
S9 (%) 67 81 80
QoS 256 363 388
T'(Py) - 201 184
Texe(s.) - 38.6 34.3

huge domains of solutions.

V. CONCLUSIONS AND FUTURE WORK

Traditionally, DVE(Distributed Virtual Environ-
ment) systems have addressed the QoS of clients with
graphical approaches. However these approaches,
based on multiresolution models or compensation
mechanisms, do not take into account the non-linear
behavior of DVE systems with the workload they
support.

In this paper, we have proposed the implementa-
tion, tuning and comparison study of two different
search methods, based on Simulated Annealing (SA)
and GRASP, in order to solve the QoS problem in
DVE systems. These approaches models the QoS
problem as an evaluation function to be minimized
when solving the partitioning problem.

Performance evaluation results shows that the pro-
posed methods can be considered as a good mech-
anism in order to offer QoS to avatars in a DVE
system. These results show similar performance, in

terms of quality of the provided solutions and exe-
cution times, for both methods and for a small DVE
configuration (MEDIUM1). For large DVE config-
urations (MEDIUM2) GRASP method manages to
provide more avatars with QoS than SA method.
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