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Abstract— The user interaction in mobile phones has been
traditionally based on key behaviors that users have adapted
around their mobile devices. In this paper we present a
new user interface based on 3D navigation oriented to
mobile phones. To enhance the user experience, we have
developed a new interface based on 3D real-time graphics
where users interact by means of natural movements of their
devices. The goals of this development consist in enhancing
the user interaction and accessibility to web content or
interactive multimedia applications by means of avoiding
a key-based, or a mouse-based, navigation and proposing a
software solution adaptable to multiple and different mobile
devices. The results of the performance evaluation of the
3D user interface shows that the proposed algorithm not
only obtains a motion and tracking under extreme lighting
conditions, but also adds an insignificant overhead to the
system performance.
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based capture, Mobile phones interfaces, 3D Navigation

1. Introduction
The improvements in the hardware of mobile phones

have allowed running Virtual Reality (VR) and Augmented
Reality (AR) applications on this type of devices. Nowa-
days, it is possible to overlay synthetic information on real
images [10], or even to play 3D on-line games on PDAs,
smartphones or some other mobile devices. However, the
user interaction experience in mobile phones has been tradi-
tionally limited to the use of keypads or joystick controllers.
The introduction of accelerometers, multi-touch screens and
large-size displays has improved the user experience for the
most recent mobile phones available on the market today. In
this sense, the use of accelerometers in mobile phones has
provided a suitable mechanism of interaction to navigate in
virtual environments where intuitive interaction techniques
are commonly demanded by users.

The integration of these new hardware capabilities into
mobile phones has enabled to reproduce natural movements
and inertias for mobile 3D real-time applications. Neverthe-
less, the use of accelerometers is still restricted to a small
quantity of high-end mobile phones. In this sense, discrete

keys are even sometimes the only available input device for
some low-end cell phones available today.

In the present work, we propose a 3D interaction system
that can use different input devices usually presented in
mobile phones. The user movements can be obtained from
the user-pressed keys, from the accelerometers (if they
are available) or they can even be computed using video
images captured by an on-board camera. Since the high
availability of mobile phones including on-board cameras,
the 3D user interface incorporates a motion and tracking
mechanism based on a differential algorithm. This algorithm
exploits the acquisition capabilities of these input devices
to estimate the phone movements performed by the user.
The proposed device-independent 3D interaction system has
two goals. On the one hand, it makes possible to adapt the
system to the hardware capabilities of the mobile phone. If
the mobile phone is provided with an on-board camera or
accelerometers, they will be used for interaction, but other
mobile devices can take input events from keys. On the
other hand, the system is used to navigate through interactive
multimedia applications with a more natural interaction.
For that, a 3D real time application consisting of a virtual
environment has been designed. The aim is to simulate a
virtual store where users gain access to different services
offered by Orange Spain, a mobile phone operator. These
services include live television, news, product offers and web
access. The results obtained in the performance evaluation
show that the presented approach can be validated as an
efficient multi-platform 3D user interface for mobile phones.

The rest of the paper is organized as follows: Section
2 analyzes the related work on interaction techniques for
mobiles devices as well as the weaknesses of the existing
proposals. Next, Section 3 addresses the problem of devel-
oping a multi platform approach oriented to a wide variety
of input devices for mobile phones. Section 4 describes the
prototype application to test our navigation system, which
is evaluated in Section 5. Finally, Section 6 presents some
concluding remarks.

2. Related Work
The improvement of the user interaction experience has

been the purpose of different works and new interaction



techniques for mobile devices has been proposed. In this
sense, various technologies have been proposed and tested
as input devices.

The introduction of touch sensors [8] provides the user
a direct input from the screen by selecting options. Some
mobiles devices use gesture recognition like HTC Touch-
FLO3D that detects four movements, or IPhone multi-touch
screen that allows zooming and rotating images.

Other technologies like proximity sensors and accelerom-
eters [10] have been tested. Hinckley uses accelerometers
[8] for portrait and landscape display mode detection, and
Wigdor [21] uses them for entering text and scrolling
through documents. However, the main disadvantage of
these technologies is that they only can be found in some
expensive phones nowadays.

Camera phone has been the technology used by many
researchers, due to the high quantity of mobile phones that
includes it. The development of different algorithms and
techniques for movement detection based on camera images
has made it possible new interaction techniques.

Several researchers and companies use tracking systems
to recognize visual barcodes with camera phones [13], [15].
These codes can be associated with different actions. Rohs
[14] and Wagner [18] develop systems for the detection of
2D visual codes. Mohring [12] proposes a tracking solution
for mobile phones that tracks color-coded 3D marker shapes.
These solutions are mainly used in Augmented Reality
systems for cell-phones where a 3D geometry is overlaid on
live video stream. Although the value obtained with visual
markers allows detecting absolute movements, in our work
only relative movements are needed. Moreover, the necessity
of markers is a constraint in the use of these systems.

Haro [3], [7] uses an algorithm based on tracking indi-
vidual corner-like features observed in the incoming camera
frames. Different applications are used to test the algorithm
including zooming photo browser, document viewer a 2D
game and a 3D game. For the 3D game interaction Quake
III is loaded, but textures, light maps, curved surfaces and
lighting calculations are disabled obtaining a rate of 3-10
frames per second.

Hannuksela [6] uses a Kalman-based tracker using ef-
ficient techniques for feature selection and feature motion
analysis. Another A.R. game application has been made to
play tennis using a color based feature detection method [5].

Hwang [9] also applies relative motion tracking to infer
the motion of the user and this tracker is used to navigate
through a virtual environment and to select objects. However,
this algorithm is not evaluated in a phone mobile but in a
hand-held PC model VGN-U71OP Sony is used.

These feature-based systems have a main disadvantage;
they do not work properly with severe lighting differences,
shadows or plain environments without features. Further-
more, this technique has a high computational cost due to
the feature detection algorithm.

Another approach marker-less is the use of differential
algorithms based on image differencing and correlation
of blocks for motion estimation, similar to those used in
MPEG2 and MPEG4 video encoders. According to Wang
[19], [20] Tinymotion differential algorithm consists of four
steps: color space conversion, grid sampling; motion esti-
mation and post processing [19]. This software has been
evaluated as a device for pointing, menu selection, text entry
and playing well-known 2D games like Tetris.

Comparing the different detection systems, we have con-
sidered the use of a differential algorithm on the basis of two
main reasons. On one hand marker tracking is not adequate
for applications where environment cannot be restricted to a
certain location and in the other hand differential algorithms
work better than featured based with plain images.

Nevertheless, as we will explain in section 4, we have
found that color space conversion to grey scale can be a
problem with automatic white balancing of cameras, so we
have use binaries images.

3. Designing a device independent 3D-
User interaction

A challenge of the present work has been to develop a 3D
interaction technique adaptable to different mobile devices.
We have implemented a navigation system to be used with
three different input devices: keypads, accelerometers and
on-board video cameras. The hardware devices available in
a mobile phone will determinate the input device selected
for the user interaction. Although accelerometers and on-
board cameras will provide a more natural interaction than
keypads, and therefore a more enhanced user experience,
keypads will be always available in the whole mobile phone
designs.

One of the main features in the initial design of the
proposed 3D-user interaction was the capability of the
software solution to offer an easy-to-use library when the
interface is integrated into existing mobile phone applica-
tions. Moreover, it offers to the final mobile phone users
a transparent and multifunctional interface, which are not
usually common for mobile phone environment. In both
cases, the work effort performed by mobile phone designers,
and final users, is small since the proposed interface is very
intuitive and does not require any type of reconfiguration or
complex installation process.

For that purpose, we have designed a device-independent
3D interaction mechanisms acting in the same way over the
three different input devices.

3.1 Key-based Interaction
Accelerometers and on-board cameras could be used to

convert the user movements to regular input events. The
user events are interpreted by the mobile phone applications
to move the user through the 3D virtual world. This kind



of interaction is more natural than key-based interaction
mechanisms. Nevertheless, accelerometers and cameras are
not always included in all the mobile phones available in the
market today. Therefore, it is necessary to develop a system
adaptable to mobile devices that do not incorporate these
technologies.

In order to show the user a 3D interface regardless of the
input device, both the accelerometer-based and the camera-
based interactions follow the same criteria as key-based
interaction, where the user actions obtained by the hardware
devices are converted to a set of common input events.
This criteria allows adding more hardware devices as input
devices to the proposed interface as they become more
available in the mobile phone market such as multi-touch
screens, magnetic compass, etc.

3.2 Accelerometer-based Interaction
Nowadays, some high-end mobile phones include ac-

celerometers that are used as tilt sensors. These sensors give
the mobile orientation that is mainly used to change between
portrait and landscape display visualization.

Moreover, the proposed data filtering provides two no-
ticeable features since the 3D real-time application do not
need the absolute position of the mobile device. On the
one side, when a movement has been found and filtered,
then the following movements are not processed assuming
they correspond to the return movement of the device to
the user’s initial position. On the other side, the proposed
data filtering eliminates one of the main problems that arise
when accelerometers are used as motion capture device: “the
drift error” [11]. When accelerometers are used to estimate
the absolute positions of objects in motion, the acceleration
signal output by the sensor is doubly integrated with time
obtaining the covered distance. The offset exhibited in the
acceleration signal is accumulative and the accuracy of the
distance measurement deteriorates with time due to the
integration.

3.3 Camera-based Interaction Using a Differ-
ential Algorithm

Although accelerometers are the most widely used de-
vices to obtain the positions of moving objects in mobile
computing, only few high-end mobile phones are equipped
with them. As described above, keys can be also used as
input devices, but an interaction based on movements of
the mobile phone seems to be more natural to navigate and
browse in 2D/3D virtual worlds. For this reason, we have
implemented a third navigation system based on computing
the user’s movements by means of the visual information
provided by the on-board camera included in most of current
cell phones.

In order to estimate the hand gestures of the mobile device
users from the images captured by the on board camera,
we have developed a differential algorithm. Differential

algorithms are currently used in a wide variety of image
processing problems when images are sampled at a high
rate [2], [16]. Basically, they determine the displacement of
objects on consecutive images and are considered a better
alternative than both marker-based or feature-based detection
mechanisms for tracking systems in mobile computing [3].
The problem of tracking systems based on visual markers
is that they are totally oriented to detect the position and
orientation of physical elements (markers), which cannot be
placed, left or glued in several actual applications [13]. How-
ever, the marker-less tracking systems, such as the detection
systems based on visual features, avoid this problem, but
require high computational power, which is not yet available
in most of commercial mobile devices [17].

Although other mobile phone applications, such as Tiny-
Motion [19], use basic implementations of differential algo-
rithms to solve similar problems, we have had to introduce
some modifications oriented to solve particular problems
regarding the image acquisition, as well as to improve the
global performance of the system. In this sense, the pre-
sented approach consists of the following steps: binarization,
grid sampling and motion estimation. In all the steps, we
have avoided to define a post-processing method, which
requires more computing time, since we do not need to use
absolute measures of movement from an initial position of
reference.

3.3.1 Image Binarization.
The first step of our camera-based tracking system corre-

sponds to an image binarization process where the original
image, captured by the onboard camera, is converted to
a binary representation. The purpose of the binarization
process is to transform the enhanced color image into a black
and white image for subsequent analysis and processing [16].

Unlike other approaches, such as TinyMotion [19], which
proposes a color space conversion, we have decided to use
a classic image binarization. The first step of the tracking
technique included in TinyMotion corresponds to a color
space conversion based on a bit shifting method where the
captured 24-bit RGB color image is converted to an 8-bit
gray scale representation. After implementing and testing
the color space conversion technique on preliminary exper-
iments, we found a serious problem related to the lighting
images captured by the on-board camera.The camera phones
manufactured today include an automatic white balance
control to adjust the image such that it looks as if it is taken
under canonical light. Since this automatic white balance
control cannot be disabled in most of mobile phones, with
very few exceptions, the gray level of the same captured
object changes as the lighting condition of the environment
varies. These unexpected variations of the gray level images
for the same object cause detection errors, and therefore
tracking errors.

In our case, we have solved this problem problem by



binarizing the captured images using a dynamic threshold.
This non-fixed value is computed in real-time taking the
average and variance values of the pixel color of the capture
image. Following this process, if an image changes as a
result of a white balance process, the threshold also changes,
and therefore the histogram remains almost in the same po-
sition indicating a highly correlated behavior. Additionally,
this image binarization process consumes less memory than
the color space conversion since data structure to represent
a pixel corresponds to a bit (instead of a byte [19]).

3.3.2 Grid Sampling
Grid sampling is a well-known sampling technique very

common in the field of the multiresolution image process-
ing [16]. Basically, grid sampling sequentially converts the
original pixel of the image into picture elements following
a square pattern, denoted as sampling window. This tech-
nique is useful to reduce the computational complexity and
the memory requirements when an image flow has to be
processed in real time.

In our case, the pixels of the binarized image in this sam-
pling window of the size 5x5 are transformed by means of a
common average function. The size of the sampling window
has been tuned to optimize the performance of the mobile
application after much experimentation on preliminary tests.

Figure 1 shows the result of the binarization and the
grid sampling process using a Nokia N95 cell phone as
hardware test platform. Since this cell phone allows selecting
some different video formats as image flow for a custom
mobile application, we have selected the 128x96 resolution.
The Nokia N95, which includes a 5-megapixel camera,
produces a image flow consisting of 30 fps when this video
resolution is selected. In our case, this video resolution
has been chosen as a as an agreement between system
performance and quality image. This figure shows that both
processes acquire and process the images at a rate of 30
fps on this cell phone where the tuned sampling window
converts the captured image into a 25x20 grid. In this
example, the elements corresponding to the resulting binary
matrix has been represented as red dots (values above the
dynamic threshold) or white dots (values below the dynamic
threshold).

3.3.3 Motion Estimation
The motion estimation step estimates the final relative

camera motion between these two frames since the user’s
mobile phone moves faster than the object located within
the real scene. In our case, the motion result corresponds to
the proper detection of any of the four moving directions:
leftward, rightward, forward, and backward.

The motion estimation process takes a 25x20 matrix as
data input, which elements are denoted as mega-blocks and
were obtained from the original color image in previous
steps. The size of this matrix is related to the performance

Fig. 1: An example of the binarization and grid sampling
processing running on a Nokia N95 at 31 fps

of the selected mobile hardware platform, but it is invariant
to the behavior of the algorithm. This process compares
two consecutive frames shifting pixels in the four moving
directions. This comparison is based on a pixel-to-pixel
XOR operation of the two consecutive frames, where the
separation of the pixels included in the XOR operations
is increased until five times for each of the four moving
directions. Each of the twenty XOR resulting matrixes
represents the similarity of the consecutive images, which
sum of the elements models the distance among them. We
have denoted this value as distance error. For this reason,
our motion estimation process selects as output the moving
direction (among the four different alternatives) that contains
the lowest distance error.

Unlike other approaches [19], our accelerometer-based
interaction for mobile computing is based on actual binariza-
tion processes. The processes executes bit-level operations,
which are much faster than byte-level operations. In our case,
the proposed detection algorithm works on a search depth of
5-pixel distance, which allows detecting movements of the
mobile device very fast. The byte-level operations support
gray scale representations and require high computational
power. This high computational power limits the search
iterations, which prevents other approaches from exceeding
a search depth of 3-pixel distance.

4. Experiments
We have implemented a prototype application to test our

navigation system with different input devices. For this
purpose, we have developed a mobile application called
“3D Orange World”. The aim of this test application is to
simulate a virtual store where users gain access to different
services offered by the leading telecommunication company
Orange.



In this test application, a user can navigate through the
virtual store by moving his/her mobile phone, PDA, etc.
Initially, 3D Orange World is composed of three virtual
rooms offering three kind of on-line services: Web-TV,
newspaper service and advertising zone. The number of
rooms in the virtual store, as well as the type of services
offered, can be configured by the user with great flexibility.
When a user selects a room, the mobile application simulates
how the user moves and enters the chosen room in a 3D
environment based.

In the television room the users can select and access
to one of the several broadcast TV companies showed.
The news room is represented by a newspaper kiosk and
gives access to main newspaper websites. Finally, another
room represents the Orange store where advertisements of
different products are offered.

The real-time 3D graphics application consists of the
following modules: a 3D environment, a parser for the
3D object files and a 3D viewer. In order to simplify the
designing process of the virtual world we have chosen a
commercial tool. Thus, the 3D objects included in the 3D
virtual scene have been designed using 3D Studio Max Au-
todesk tool. Since the 3DS files generated by this modeling
tool cannot be loaded directly by the OpenGL library, it has
been necessary to create a parser to included the 3D objects
within the application.

The 3D viewer processes the virtual objects from the
point of view of the user and renders a 2D image in the
mobile screen. The 3D viewer has been developed using the
standard OpenGL ES (OpenGL for Embebed Systems). Al-
though others graphic libraries such as Performer, OpenSG
or OSG provide high-level graphic data structures, called
scene graphs [1], these libraries are currently not available to
execute 3D real time applications on mobile phone hardware.

In order to improve the performance of the rendering
process of the mobile application we have included our own
high-level library [4], which includes a custom scene graph
and a culling process. This scene graph creates an internal
structure where objects can be grouped depending on their
locations within the 3D virtual scene. The graph enables an
efficient visualization by clipping hidden objects from the
user’s point of view.

5. Evaluation
In order to evaluate the quality and limitations of the

proposed 3D user interface based on motion and tracking
techniques, a performance study of the developed applica-
tion has been undertaken. This performance evaluation has
focused on two main aspects. Firstly, the system performance
has been evaluated by measuring the frame rate of the
3D application with the different input devices activated.
Secondly, we have measured the human performance of
the system by testing it with users. In particular, we have

compared the three input techniques used as a 3D navigation
and selection system.

The system has been compiled, deployed, executed and
tested in two mobile platforms, which have been used for
evaluation purposes. Nowadays, both hardware test plat-
forms, corresponding to Iphone and Nokia N95 cell phones,
represent two of the most important cell-phone available
in the telecommunication market. The Nokia N95 mobile
phone has a ARM-11 processor, 160 MB RAM and Sym-
bian S60 3rd Edition Feature Pack 1 as operative system.
Unlike Nokia N95, the Iphone includes a built-in three axis
accelerometer, which can be controlled by the application
developers using a commercial SDK provided by Apple. The
IPhone has an ARM SoC-1176 processor, 128 MB RAM, a
PowerVR MBX 3D graphic processor and a IPhone OS 2.0
beta3 5A240 operative system.

Figure 2 shows different images of the usability and final
aspect of the developed test application running in both hard-
ware test platforms. This figure shows how the automatic
display mode, included within both mobile phones, allows
the application to be executed in portrait and landscape
orientations.

Fig. 2: Different images of the 3D environment and the user
interface with Nokia N95 and Iphone

5.1 Performance Evaluation
A challenge of our approach was to provide the visu-

alization of common 3D virtual environments in mobile



devices at an acceptable frame rate and performance levels.
Moreover, this achieved frame rate should be keep above a
threshold when the 3D user interface based on video image
processing was activated.

The 3D virtual scene included within the 3D Orange
World application consists of 22.000 vertexes. Nokia N95
can run 26 fps when this virtual scene is visualized using tex-
tures at the highest display resolution of the mobile phone.
In the case of Iphone, this system throughput corresponds
to 22 fps.

When the on-board camera is enabled and the proposed
3D user interfaces is activated, the actual SDK provided
by Apple limits the rate of the image flow processed by
the mobile phone to 5 fps. This is the reason why this
mobile phone has been rejected to evaluate the performance
of our 3D user interface based on video image processing.
However, the Nokia N95 obtains an image flow consisting
of 30 fps which, in turn, is processed and returned at a
rate of 30 fps. Unlike other approaches [19], where the
initial image flow consisting of 15 fps are reduced to a final
processed images at a rate of 12 fps, these results show
that the overhead of our proposed interface based on video
image does not add a significant overhead to the system
throughput. If both the visualization system and the 3D user
interface are executed simultaneously, then the final system
throughput corresponds to 15 fps, which could be considered
as an appropriate threshold for mobile interactive multimedia
applications [19]. Nevertheless, frame rate is not decreased
when accelerometers or keys are used as input devices for
this mobile phone.

5.2 User Evaluation
5.2.1 Experimental design

The experiment with users has been planned following the
next steps:

The evaluation was made with 16 participants, 6 female
and 10 male. All of them owned a mobile phone, and 6
of them a PDA. Some of the participants who have tested
the system were selected among the members of the work
group and thus we made differences between expert and
novel users. The expert users are used to perform movements
with camera and keys, while novels are only used to interact
with mobile phone by means of the available keypad.

Regarding the user phones, 15 of 16 were provided with
camera phones and 4 of them with accelerometers (IPhone
and HTC Diamond phones). Finally, 40 percent of the users
were accustomed to using Internet and 3D games with their
mobile devices while 60 percent of them used sometimes,
or never, these applications.

5.2.2 Results

In the first stage of the test a total amount of 1280 input
movements made with camera were recorded. Differencing

between expert and novels users the error rate is 4.6% for
experts, and 8.4% for novels. It is necessary to remark that
we have considered as fail trail each one not achieved at the
first attempt.

Differencing the rate error between the four moving direc-
tions tested (up, down, left and right), we find a distribution
of 30%, 27%, 17% and 26% respectively.

In the three groups of 10 movements we have found that
users increase their speed to achieve the task. Figure 3 show
how the time spent is decreased.

Regarding the tasks in the second stage of the evaluation,
we have compared the time spent in each search task using
the three input devices (keys, accelerometers and camera).
Figure 4 show how total spent time is lower with keys and
higher with camera.

Fig. 3: Application execution time for the three different
groups of users

The different between expert and novel users, using the
keys is very small. To perform the eighth task the experts
users spent 80 seconds, while the novel users spend 60
seconds to accomplish the same tasks. This small differ-
ence shows that the novel users learned very quickly the
organization of the information and how to reach it using
the key-based interface. The accelerometer time differences
were higher than the differences produced by the key-base
interface. However, the highest difference is found when the
camera based method is used. In this case, expert users, who
knew previously how this system and interaction method
work spent 100 seconds performing the 8 task, while it took
158 to the novel ones. This higher differences when the
camera is used, show that the learning process of the camera
input method is the most difficult method, while novel users
learned very fast how to use the key and accelerometer input
methods.



Fig. 4: Results differencing experts and novel users in key-
based or camera-based interfaces

6. Conclusions
In this paper we have proposed a device-independent

system for 3D navigation on mobile phones. The interaction
can be done using three different techniques as input devices:
keys, video images captured by the camera or movements
provided by accelerometers. The use of different techniques
with the same 3D interface and interaction mechanism
allows the adaptation of the system to the capabilities of
the mobile phone.

The use of camera phone as input device has been
implemented adapting a differential algorithm for motion
detection of video images captured by phone-camera. We
have validated the efficiency of our algorithm in different
conditions.

Moreover, a challenge of the system has been accom-
plished, and we can state that the system works properly
displaying the 3D environment at 22 frame rate while the
motion detection algorithm is computing images.
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