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A comparative study of awareness
methods for peer-to-peer distributed

virtual environments

By S. Rueda, P. Morillo and J. M. Ordufia*

The increasing popularity of multi-player online games is leading to the widespread use of
large-scale Distributed Virtual Environments (DVEs) nowadays. In these systems,
peer-to-peer (P2P) architectures have been proposed as an efficient and scalable solution for

supporting massively multi-player applications. However, the main challenge for P2P
architectures consists of providing each avatar with updated information about which
other avatars are its neighbors. This problem is known as the awareness problem. In this
paper, we propose a comparative study of the performance provided by those awareness
methods that are supposed to fully solve the awareness problem. This study is performed
using well-known performance metrics in distributed systems. Moreover, while the
evaluations shown in the literature are performed by executing P2P simulations on a single
(sequential) computert, this paper evaluates the performance of the considered methods on
actually distributed systems. The evaluation results show that only a single method
actually provides full awareness to avatars. This method also provides the best
performance results. Copyright © 2008 John Wiley & Sons, Ltd.
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Introduction

The enormous popularity of multi-player online games
is leading nowadays to the widespread use of large-scale
distributed virtual environments (DVEs). These systems
allow users to share a 3D virtual world and to interact
among them and with the virtual world. In a DVE sys-
tem, each user is represented in the virtual world as an
entity called avatar, whose state is controlled by the user
through a client computer. This client computer renders
the images of the virtual world that each user would
see if he was located at that point in the virtual envi-
ronment. Thousands and even hundreds of thousands
clients can be simultaneously connected to these sys-
tems through different networks, usually through the
Internet. DVE systems are currently used in many differ-
ent applications,' such as civil and military distributed
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training,” collaborative design,® and e-learning.* Nev-
ertheless, the most extended example of DVE systems
are commercial, massively multi-player online game
(MMOG) environments.>™

Architectures based on networked servers have been
the major standard for DVE systems during last
years.!%" In these architectures, the control of the sim-
ulation relies on several interconnected servers. Client
computers are assigned to one of the servers in the sys-
tem. Figure 1(a) shows an example of a DVE based on
a networked-server architecture. In this case, the system
consists of 3 servers and 13 clients.

In these architectures, when a client computer modi-
fies the state (usually the position, but it can also mod-
ify the appearance or other state information) of an
avatar, it also sends an updating message to its server,
which in turn must propagate this message to other
servers and clients. Servers in the DVE system must ren-
der different 3D models, perform positional updates of
avatars, and transfer control information among differ-
ent clients. Therefore, each new avatar represents an in-
crease not only in the computational requirements of the
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Figure 1. Example of DVE architectures: (a) networked-server and (b) peer-to-peer.

application, but also in the amount of network traffic. As
a consequence, when the number of connected clients in-
creases, the number of messages exchanged by avatars
must be limited in order to avoid a message outburst.
In this sense, concepts like areas of influence (AQI),!
locales!® or auras'® have been proposed for limiting the
number of neighboring avatars that a given avatar must
communicate with. All these concepts define a neigh-
borhood area for avatars, in such a way that a given
client computer controlling a given avatar i must notify
all the movements of i (by sending an updating message)
only to the client computers that control the avatars lo-
cated in the neighborhood of avatar i. The avatars lo-
cated within the AOI of avatar i are denoted as neighbor
avatars of avatar i. Usually, the AOIs of avatars are cir-
cular, but also view-dependent representations has been
proposed.!” However, although these techniques reduce
both the computational and the communication require-
ments of the application, networked-server architectures
do not properly scale with the number of existing users,
particularly for the case of MMOGs (where up to hun-
dreds of thousands of clients can be simultaneously con-
nected to the system).!8

Peer-to-peer (P2P) architectures have been proved to
be the most adequate scheme for large-scale DVE sys-
tems, due to their inherent scalability.’® In fact, sev-
eral online games based on P2P architectures have been
designed.?2? As an example, Figure 1(b) shows an ex-
ample of a DVE based on a P2P architecture. In this
scheme, each client computer is also a server.

However, P2P architectures must face the awareness
problem. This problem consists of ensuring that each
avatar (for the sake of shortness, in the rest of the paper
we will use the term avatar to denote the client computer
controlling that avatar) is aware of all the avatars within
its neighborhood.? Solving the awareness problem is a

(b)

necessary condition to provide each participant with a
consistent view of the environment. Effectively, if two
neighbor avatars are not aware of such neighborhood,
they will not exchange messages about their movements
and/or changes, and therefore they will not have the
same vision of the shared environment. However, it is
not a sufficient condition. Even when using an awareness
method that determines at each moment which other
avatars must each avatar exchange messages with, time—
space inconsistencies can arise among different avatars
because of clock drifts and /or network delays.** Aware-
ness is crucial for MMOG:s, since otherwise abnormal sit-
uations could happen. For example, a user provided with
anon-consistent view of the virtual world could be shoot-
ing something that he can see although it is not actually
there. Also, it could happen that an avatar not provided
with a consistent view is killed by another avatar that it
cannotsee. Thus, providing awareness to all the avatars is
a necessary condition to provide consistency (as defined
in References [24-27]), but not a sufficient condition. In
this sense, different synchronization proposals have been
developed.?%

In networked-server architectures, the awareness
problem is easily solved by the existing servers, since
they know the approximate location of all avatars during
all the time. Effectively, the servers periodically exchange
information about the location of the avatars assigned
to them, using a synchronization technique.?>3%3! Thus,
when each avatar reports about its movement (by send-
ing a message) to the server where it is assigned to, the
server can easily decide which avatars should be the des-
tinations of that message by using a criterion of distance.
There is no need for a method to determine the neigh-
borhood of avatars, since servers can easily do this task.

However, in DVE systems based on P2P architec-
tures the neighborhood attribute must be determined
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in a distributed manner, in such a way that aware-
ness is provided to all avatars during all the time. This
is known as the awareness problem, and it is still an
open issue. Currently, several strategies for providing
awareness in DVE systems based on P2P architectures
have been proposed.??32~¥ Unfortunately, some of these
proposals®3® are based on multicast communications,
therefore being unsuitable for MMOGs (the most ex-
tended type of large-scale DVE systems) because Internet
does not properly support multicast messages. Other
proposals®**® do not seem to guarantee awareness to
all avatars under certain movement patterns (they do
not provide an awareness rate of 100%), due to the
use of fixed size data structures, as described in Ref-
erence [37]. In its turn, the method proposed in Refer-
ence [37] is supposed to provide a full awareness rate,
and it has been evaluated on a simulation tool.* How-
ever, the high number of neighbors that each avatar
needs to communicate with in order to provide aware-
ness suggests that this method is not able to provide
a full awareness rate in a scalable way. In fact, the
evaluation shown in Reference [38] is performed on a
sequential simulation tool (executed on a single com-
puter), and it is not performed with respect to well-
known performance metrics in distributed systems like
latency and / or throughput.® Finally, in a previous paper
we proposed another full-awareness method for P2P
DVEs.3* Although this technique is able to provide a
full awareness rate to avatars regardless of the move-
ment pattern they follow, the performance evaluation
shown in that paper was also performed on a sequential
simulation tool.

In order to design truly efficient P2P DVE systems,
the impact that the awareness (and other) computations
and communications have on real system performance
must be measured. There are a lot of situations in a real
distributed system that do not arise in a sequential sim-
ulator, because it is executed on a single computer and
therefore time—space inconsistencies due to network la-
tency, computer delays, clock drifts, etc., do not actually
exist. Only a distributed simulator is able to reproduce
such situations.

This paper presents, in an unified manner, a compara-
tive study of all the awareness techniques that seem to po-
tentially provide a full awareness rate, in regard to well-
known performance metrics for distributed systems.
Concretely, we have considered the COVER technique,*
the VON method,*”-? and the technique proposed in Ref-
erence [32]. Unlike the evaluations shown in these previ-
ous proposals, the performance evaluation shown here
has been performed on a distributed P2P DVE simulator.

The evaluation results show that only the COVER tech-
nique actually provides a full awareness rate to avatars,
regardless of their movement pattern and the population
size. Additionally, this technique also provides the best
results in regard to the well-known performance met-
rics, thus becoming the best option to achieve actually
efficient P2P DVEs.

The rest of the paper is organized as follows: the next
section analyzes the existing proposals for providing
awareness in DVE systems based on P2P architectures
and italso describes the techniques that seem to providea
full awareness rate. Then, the next two sections describe
the experiments we performed in order to evaluate the
considered techniques and the evaluation results, respec-
tively. Finally, the last section presents some concluding
remarks and future work to be done.

Awareness Methods

The expansion of MMOGs has made large-scale DVE
systems to become popular, and networked-server ar-
chitectures seem to lack scalability to properly manage
the current number of avatars that these systems can sup-
port (up to some hundred thousands of avatars.’) As a
result, some studies have proposed again the use of P2P
architectures,?%33:3%.36.38 gince these schemes seem to be
the most scalable ones.!* However, the awareness prob-
lem must be completely solved rather than a P2P archi-
tecture can be used to efficiently support large-scale DVE
systems.

Some proposals use multicast communications to
guarantee awareness.>% Although multicast greatly im-
proves scalability, it is hardly available on the Internet,
which is the natural environment for multi-player online
games. Therefore, this scheme cannot be used in most of
the large-scale DVE systems.

The method proposed in Reference [32] is capable of
providing an awareness rate of 95%. Since it is almost a
full awareness rate, we have also considered this tech-
nique for evaluation purposes. Additionally, the VON
method proposed in References [37,38] seems to pro-
vide full awareness. Although it requires that each avatar
communicates with a high number of avatars (therefore
suggesting that this is not a scalable technique with the
number of avatars), we have also considered this tech-
nique for evaluation purposes. In this section, we de-
scribe these techniques as well as the COVER technique,
since it also provides a full awareness rate when evalu-
ated on a sequential simulation tool.
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Kawahara Method

Since it does not seem realistic to establish connections
among all the avatars in the system, this method®? tries to
limit the number of connections established by a client.
In order to achieve this goal, each client should maintain
a list of active entities (AE) to which it must notify every
change it performs. In order to determine the list of AE,
this method uses a criterion of Euclidean distance.

Concretely, in this method each client computer should
initially classify all its neighbor entities into two different
groups, constructing a list for each of them: the list of AE
and the list of latent entities (LE). Each client computer
should establish the size of these lists depending on the
computing bandwidth.

The client computers should initially establish a con-
nection with each of the client computers in the list of AE,
and they should exchange information about the changes
performed as the simulation proceeds. The purpose of
this method is that when an avatar i enters the AOI of a
given avatar j (thus avatar i becoming a new neighbor of
avatar j) this situation is detected by the current j neigh-
bors (i.e., the current AE in j). Therefore, in this method
each time an avatar performs an action it should notify
its current location and the locations of all its AE to the
client computers in the list of AE. With this information,
every avatar should update the list of the AE in order to
include the N closest avatars in the virtual world.

That is, in this method the awareness of a given avatar
is implemented by the surrounding avatars. However,
this method shows different limitations. On the one hand,
the list of AE in each avatar is limited to a given value
N. If more than N avatars approach to a given avatar,
then the proposed method cannot properly manage that
situation. That is, the scalability of the method is limited.
An example of this situation can be seen in Figure 2(a),

where the avatar A is surrounded by 13 neighbors (there
are 13 neighbor avatars in the AOI of A). If N = 10, then
avatar A can only be aware of 10 of these avatars.

On the other hand, the exchange of the lists of AE for
each avatar movement adds a huge traffic overhead, also
limiting the scalability of the method. Finally, the aware-
ness rate for a given avatar i exclusively depends on the
spatial distribution of its neighbors in the virtual world.
If all the neighbors are located on the same side of i,
then this awareness method fails. Effectively, in that sit-
uation if a new avatar approaches i by the opposite side
then the neighbors of i cannot detect it before it enters
the AOI of i. Therefore, in this case a correct awareness is
not provided. As an example, Figure 2(b) shows an ini-
tial situation where the neighbor avatars of A are located
in such a way that an important area of the AQOI of A is
not watched by any of the neighbors. As a result of this
situation, Figure 2(c) shows how avatar G enters the AOI
of A and A cannot not be aware of this fact.

VON Method

The VON technique®® also tries to limit the number of
connections that each client computer should establish.
Additionally, it deals with the problem of leaving certain
areas where new avatars can approach without being de-
tected. In order to achieve these goals, this method pro-
poses the use of Voronoi diagrams* for partitioning the
virtual world in different regions, each one controlled by
a given client computer. Each avatar should communi-
cate with the avatarslocated either in the adjacent regions
or in the AOI of the avatar.

Concretely, in this technique each avatar (using
Voronoi diagrams) classifies the surrounding avatars
as enclosing neighbors (those neighbor avatars in the
adjacent regions of the Voronoi diagram) and/or

(a) (b) ()

Figure 2. Different problems of the Kawahara awareness method: (a) excessive neighbors (b) non-overlapped AOI (c) incorrect
detection of avatar G.
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Figure 3. Different problems of the VON awareness method: (a) Distant neighbors (b) initial neighbors (c) final neighbors.

boundary neighbors (those neighbor avatars whose AOI
intersects with the regions controlled by that avatar).
Each avatar should construct and maintain a Voronoi
diagram using the information about the location of its
neighbors (the avatars inside its AOI). The detection of
the approaching of new avatars depends on both the
boundary and the adjacent neighbors.

When an avatar i moves, it should notify all its bound-
ary neighbors about its movement. The boundary neigh-
bors should check if at new location either i or the AOI
of i will intersect with any of the regions of their adja-
cent neighbors. In such case, it should notify i about that
situation.

In order to compute the Voronoi diagram, each avatar
should communicate with all the clients sharing the same
boundary neighbors, even though these clients are far
from its AOI These communications can add a signif-
icant overhead, suggesting that this method could lack
of the required scalability. As an example, Figure 3(a)
shows a situation where, according to the VON method
and due the Voronoi diagram, avatar A should exchange
with all its 13 surrounding avatars, although none of
them are inside the AOI of A. Additionally, Figure 3(b)
shows an initial situation where avatar A has established
some connections with surrounding avatars. According
to the VON method, Figure 3(c) shows that if some of
the neighbors slightly move, then avatar A should close
several connections with some avatars and it should es-
tablish new connections with other avatars. Closing and
setting up a high number of connections can lead to sys-
tem saturation, as shown in Reference [19].

COVER Method

The main weakness of the VON method and the Kawa-
hara method is that both of them define a flat awareness

hierarchy, where all the clients in the simulation are peers
and the awareness relies on peer computers. As a result,
when a given client has a lot of peers in its surroundings,
it must exchange a lot of control messages with these
peer computers. This overhead significantly decreases
the overall performance of the awareness technique. Ad-
ditionally, the inverse situation is not properly solved.
Effectively, when a given client ¢ has only a few neighbor
clients, it may happen that these neighbors are located
in such a way that they cannot watch the entire perime-
ter of c. In order to address this weakness, a hierarchical
awareness technique is needed, in such a way that differ-
ent strategies are used for different avatars, depending
on the number of neighbor avatars.

We recently proposed a new awareness method,*
denoted as COVER, with the purpose of providing
a full awareness rate in a scalable way. This ap-
proach is based on a P2P hybrid organization called
Centralized+Decentralized®! or Partially Centralized,**
where peer nodes (clients of the simulation) can play
multiple roles in the DVE system (therefore implement-
ing the role of different hierarchies). COVER uses a two-
level awareness hierarchy, and it classifies avatars in two
categories: covered or uncovered. However, as explained
below, the number of avatars in the upper hierarchy can
dynamically change as needed, therefore providing the
required scalability.

In order to provide awareness to a given avatar i, the
COVER method uses all the avatars surrounding i up to
the second level of neighborhood, like the VON method
proposed in Reference [37]. The first-level neighbors of
an avatar i are those avatars in the DVE system in whose
AOIl avatar i appears. The second-level neighbors of i are
all the neighbor avatars of the first-level neighbors of i. In
order to avoid cyclic relationships (redundant messages),
if a second-level neighbor is also a first-level neighbor,
then it is not considered as a second-level neighbor. Each
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time an avatar i moves, it sends an updating message to
each of its first-level neighbors. These neighbors in turn
propagate the updating message of 7 to the second-level
neighbors of i.

However, unlike the Kawahara and VON methods,
COVER classifies avatars in two categories: covered or
uncovered. This classification determines the behavior
of P2P clients in order to get updated (consistent) aware-
ness information. We denote an avatar i as covered if its
first-level neighbors are located in such a way that the in-
tersections of their AQIs totally cover the AOI of i. Oth-
erwise, it is considered as an uncovered avatar. That is,
when i has enough neighbors, these neighbors can watch
the entire perimeter of i (i is then a covered avatar). Effec-
tively, since the updating messages sent by any avatar ar-
rives toits second-level neighbors, COVER method offers
auto-awareness to covered avatars, because no avatar can
approach them without being detected by their neigh-
bor avatars. This mechanism for providing awareness
to covered avatars is similar to the Kawahara and VON
methods. If a given avatar is covered, then the condition
of being a covered or uncovered avatar is computed by
the client computer after making each movement. If the
avatar is uncovered, then the condition of covered or un-
covered is computed by the client computer after making
each movement and also when receiving the location up-
date of a neighbor avatar. It should be noticed that once
the AOI of a given avatar is covered with some AQOIs in-
tersections, the rest of the neighbors AOIs are irrelevant.
Thus, the cost of performing this computation (covered
or uncovered) do not heavily depend on the number of
neighbors, buthow these neighbors arelocated. In our ex-
periments, we have limited the number of avatars hosted
by a client (20 avatars hosted by each client) taking into
account this overhead. However, it should be noticed that
in real P2P systems there is a single avatar in each client

computer, and therefore this overhead is not significant.
However, it can happen that at a given moment a
given avatar does nothave enough neighbors around it to
be provided with awareness (that avatar is uncovered).
Unlike the Kawahara and VON methods, the COVER
method provides awareness also for uncovered avatars,
by means of the supernode avatars. These avatars play
multiple roles, acting not only as simple avatars but also
as pseudo-servers.! Supernodes represent an upper layer
in the awareness hierarchy, and they provide the required
scalability while ensuring an awareness rate of 100%. Su-
pernodes are initially designated by the entity in charge
of the initialization of new avatars (denoted as Loader®
or Bootstrap server®?) when they join the DVE system. At
boot time, the Loader divides the 3D virtual scene into
square sections called regions. For each region, the closest
avatar to the geometric center of each region is selected
by the Loader as the supernode for that region. From that
instant, supernodes are responsible of providing aware-
ness to those uncovered avatars that are located within
their regions. Uncovered avatars must send their updat-
ing messages not only to their neighbors, but also to the
corresponding supernode of the region where they are
located. In this way, supernodes can notice uncovered
avatars when another uncovered avatar(s) cross their
AOIL The auto-awareness of covered avatars avoids the
need of supernodes to notice uncovered avatars about
the movement of covered avatars, significantly reducing
the communications required for providing awareness.
As an example, Figure 4(a) shows a 2D region contain-
ing five avatars, represented as dots, and their respective
AOQISs, represented as circumferences around the dots. In
this region, avatars B-E are uncovered avatars. Since the
circumference around avatar A is totally covered by the
AOQIs of avatars D, C, and E, avatar A is classified as
a covered avatar. Also, in this case avatar A has been
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Figure 4. An example of: (a) a covered avatar being the supernode at the same time, (b) division of the virtual world, and (c)
division of the same region into more subregions.
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chosen as supernode of the region (we have represented
supernodes by depicting their AOI with a thicker circum-
ference), and therefore this avatar will receive updating
messages from all the uncovered avatars in this region
(the rest of the avatars).

Although the client computers controlling the supern-
odes act as mirrored servers do in a server network
architectures,! they are client computers of a DVE sys-
tem based on a P2P architecture. Therefore, they should
not be significantly overloaded by the awareness mecha-
nism. Instead of using additional hierarchy levels for pro-
viding awareness in a scalable way, the COVER method
uses a quad-tree segmentation of the virtual scene* to
avoid the saturation of supernodes, adding new supern-
odes as necessary (and therefore providing scalability).
Concretely, COVER limits the maximum number of un-
covered avatars which are simultaneously connected to
the same supernode. This parameter is called MNUA,
(for maximum number or uncovered avatars). When-
ever MNUA is exceeded, the supernode divides that re-
gion in four different subregions and computes a new
supernode for each subregion, based on the criterion of
geometric distance to the center of the subregion. Once
the division has been performed and a new supernode
is selected for each subregion, the uncovered avatars in
each subregion are re-assigned to the new supernodes.
It is worth mentioning that the criterion used for select-
ing new supernodes does not distinguishes between cov-
ered or uncovered avatars. When the system is running,
this mechanism defines a dynamic quad-tree structure
where each supernode has four sons. We have chosen the
quad-tree structure because it has been proved as an ef-
ficient data structure for covering rectangular areas.** ™+
Two or more supernodes are brothers if they have been
generated in the same division operation. Brother nodes
automatically set up priorities among them when they
are created, and the supernode with the highest prior-
ity periodically checks if all of the brother supernodes
have less avatars in their region than one-fourth of the
MNUA value. If it is the case, then a fusion operation is
performed. In this operation, the four brother subregions
are joined to become a unique, larger region, and a new
supernode for the new region is computed based on the
topological priority criterion. Unlike the VON method,
this mechanism provides the required flexibility for situ-
ations such as avatars heading to the same location of the
virtual world, as shown below. Additionally, it exploits
the inherent scalability of the P2P scheme! to provide
awareness to all avatars in a scalable way.

As an example, Figure 4(b) shows the evolution of
Figure 4(a) when the proposed scheme is applied and the

MNUA parameter has value of six avatars. Since three
more avatars have joined the system and the MNUA
value has been exceeded, the supernode has divided
the region in four subregions. In this case, the result-
ing supernodes are now avatars A, D, E, and G. These
brother supernodes monitor the total number of un-
covered avatars in the zones that they control. COVER
method does not require supernodes to exchange the
position of the avatars in their respective regions, like
networked-server architectures do.!? This key issue al-
lows the COVER method to use as many supernodes as
needed without greatly increasing the amount of mes-
sages required to provide awareness.

In order to offer full awareness to those avatars located
at the borders of different regions (denoted as critical
avatars), secondary supernodes are used. Critical avatars
are defined as those uncovered avatars whose AOIs in-
tersect with more than a single region. Critical avatars
should send updating messages not only to the supern-
ode managing the region where they are located, but
also to the supernodes managing the adjacent regions.
These supernodes manage uncovered avatars located in
different regions, and they are considered as secondary
supernodes for critical avatars. Figure 4(b) shows that
avatars B and F must be considered as critical avatars,
because the area of their AOI exceed the limits of the
subregion where they are located. The solution for this
situation is to force B to send the updating messages not
only to supernode A, but also to supernodes D and E,
as discussed above (actually, supernode A is the one in
charge of re-transmitting the updating messages from B
to supernodes D and E). In the same way, avatar F must
send updating messages to the four supernodes.

Following the above example, Figure 4(c) shows the re-
sult of the proposed awareness scheme when itis applied
to a larger DVE system composed of 30 avatars. It shows
the behavior of the proposed technique and how the dif-
ferent levels of the quad-tree structure are dynamically
generated. In this figure, there are several avatars whose
AOl intersect with different regions or subregions. These
are critical avatars.

In order to show that the proposed method can be
actually used in real P2P applications, Figure 5 shows a
snapshot of simulation. This simulation is a P2P version
of the Terra3D program* using the COVER method.

Characterization Setup

In this section, we present the performance evaluation
of the COVER method, compared with another two
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Figure 5. An example of a simulation based on a P2P system
using the COVER awareness method.

awareness techniques. We propose the evaluation of
P2P DVE systems by simulation, as it was done in our
previous work.3*

However, as discussed in the introduction, the perfor-
mance evaluation shown here is made by an actually
distributed P2P DVE simulator. Additionally, we have
extended our previous work* by adding the evaluation
of the technique evaluated in Reference [38] in regard to
latency and throughput.

The evaluation methodology used is based on the
main standards for modeling collaborative virtual
environments, FIPA,* DIS,* and HLA.>' Since DVE
systems are inherently based on networks, the metrics
used for evaluating the performance of these systems
include the two main metrics used for evaluating
network performance. These metrics are latency and
throughput.¥ Nevertheless, in order to avoid clock
skewing we have selected throughput and response
time (defined as the round-trip delay for the messages
sent by each client) as the performance metrics to be
characterized. Concretely, we have developed a simula-
tor modeling a DVE system based on a P2P architecture.
The simulator is written in C++ and it is composed of
two applications, one modeling the clients and the other
one modeling the central Loader, to which the clients
must initially connect with in order to join the system.
Both applications use different threads for managing
the different connections that they must establish. These
connections are performed by means of sockets.

Each client has a main thread for managing the ac-
tions asked by the user and different threads for com-

municating with its neighbor clients. For each neighbor,
two threads are executed, one for listening and one for
sending messages. Similarly, the central Loader has two
threads for communicating with each client in the system
and also a main thread. It must be noted that once a client
has joined the system, it is not necessary for that client to
communicate with the central Loader. Since the goal of
this characterization is to study how the system evolves
as clients move rather than analyzing how new clients
join the system, in our simulator each client is initially
provided with the IP addresses of its initial neighbors.

A simulation consists of each avatar performing
100 iterations. An iteration of the whole system consists
of all avatars making a movement. Each avatar notifies its
neighbors as well as the central Loader when it reaches
the 101th iteration, and then it leaves the system. We
have chosen the number of 100 iterations (movements)
for a simulation because it is the number of movements
that the most distant avatar needs to reach the center of
the square virtual world. In our experiments, the virtual
world is a 2D square whose sides are 200 m long. Each
time an avatar moves, it sends a message to all its neigh-
bor avatars (the client computer controlling that avatar
sends a message to the client computers controlling the
neighbor avatars). These destination avatars then send
back an acknowledgment to the sending avatar, in such
a way that when the acknowledgment arrives the send-
ing avatar can compute the round-trip delay for each
message sent. We have denoted the average round-trip
delay for all the messages sent by an avatar as the aver-
age system response (ASR) for that avatar (for that client
computer). The neighbor avatars of each avatar are de-
termined by the awareness technique. For comparison
purposes, we have implemented the COVER method as
well as the methods proposed in References [32] and [38].

We have used a cluster of 12 nodes. One of these PCs
hosted the central Loader, and the rest of the 11 PCs
hosted the clients in the system. Each node was a dual
AMD 1.6 GHz Opteron processor with 6 Gbytes of RAM
running SuSE Linux 10.1.

In order to study the efficiency of the awareness meth-
ods, we have implemented a monitoring algorithm to
check the awareness rate. In this case, the algorithm con-
sists of each client dividing its cycle time in two phases.
In the first phase, clients move following a given move-
ment pattern (described below) and they communicate
their new location in the virtual space by exchanging
messages. In the second phase, each client sends the cen-
tral Loader a message containing its new location and
also the identifications of the clients that it considers as
its neighbors. Thus, the central Loader can compare the
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Figure 6. Final distribution of avatars for (a) CCP, (b) HPN, and (c) HPA movement patterns applied to an initial uniform
distribution of avatars.

awareness information sent by each avatar with its own
awareness computations (the right ones, since it has in-
formation about the location of all the avatars), and it
can compute the percentage of correct awareness com-
putations made by that client. In this way, the central
Loader can compute the awareness rate in real time. We
have used a movement cycle of one client movement
each 3.95 seconds. From this period, 2.85 seconds are ded-
icated to the first phase and 1.1 seconds are dedicate to
the second phase. Finally, we used an AOI size radius of
10m and an MNUA value (for the case of the COVER
method) of 15 avatars. We chose the AOI radius size of
10m because the Kawahara method provided the best
performance results with this value. Also, thisis the value
commonly used in the literature. Regarding the MNUA
value, the reason is that we tested different values, and
the best results were obtained with a value of 15 avatars.

In order to study the system performance (ASR and
throughput), we used a different characterization setup.
In this case, we eliminated the second phase and then
avatars did not send any information to the Loader com-
puter. We also reduced the movement cycle to one move-
ment each 2.1 seconds but we maintained the AOI radius
size in 10 m. In this case, we only used 11 of the 12 nodes
of the cluster, one for the Loader computer, and the other
10 nodes for hosting regular avatars.

For each of the awareness methods considered, we
have simulated the behavior of a set of independent
avatars in a generic DVE system based on a P2P archi-
tecture. These avatars are located within a seamless 3D
virtual world'® following three different and well-known
initial distributions: uniform, skewed, and clustered.'®!
Starting from these initial locations, in each simulation
avatars can move into the scene following one of three
different movement patterns: changing circular pattern

(CCP),’> HP-All (HPA),®* and HP-Near (HPN).®® CCP
considers that all avatars in the virtual world move ran-
domly around the virtual scene following circular tra-
jectories. HPA considers that there exists certain “hot
points” where all avatars approach sooner or later. This
movement pattern is typical of multiuser games, where
users must get resources (as weapons, energy, vehicles,
bonus points, etc.) that are located at certain locations in
the virtual world. This pattern tests the considered tech-
niques for those situations where the density of avatars in
a certain region greatly increases. Finally, HPN also con-
siders these hot-points, but only avatars located within a
given radius of the hot-points approach these locations.
In order to illustrate these movement patterns, Figure 6
shows the final distribution of avatars that a 2D virtual
world (represented as a square) would show if these
movement patterns were applied to a uniform initial dis-
tribution of avatars. For evaluation purposes, we have
considered the nine possible combinations of the three
initial distributions of avatars in the virtual world and
the three movement patterns. It must be noticed that,
as shown in Reference [54], these combinations of initial
distributions of avatars and movement patterns repre-
sent an upper limit of the workload generated in real
DVE systems.

Evaluation Results

In this section, we present the performance evaluation
results of the proposed technique. First, we present the
evaluation in terms of the awareness rate, next we present
the evaluation in regard to latency and throughput. Fi-
nally, we have measured the round-trip delay between
the instant when a new neighbor enters the AOI of a given
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Figure 7. Awareness rate comparisons for UNF CCP pattern with (a) 110 avatars and (b) 220 avatars.

avatar and the instant when that avatar knows about that
neighbor. For comparison purposes, we show in this sec-
tion the results for the COVER method (plots labeled as
COVER) as well as for the methods proposed in Refer-
ence [32] (plots labeled as KW20, that stands for Kawa-
hara method enhanced to 20 AE) and in Reference [38]
(plots labeled as VON).

Awareness Rate

In order to measure the awareness rate, at each itera-
tion each avatar sends information about its position
and which other avatars it considers as its neighbors
to the central Loader, as we described above. The cen-
tral Loader can determine from this information if each
avatar is aware or not of all its neighbors. We have
measured the proportion between the number of neigh-
bors that should exist and the number of neighbors that
avatars have actually detected. We have denoted this pa-
rameter as Ay (standing for Awareness Rate).

Figures 7(a) and 7(b) show some representative results
obtained in the cluster simulator. Concretely, these
figures show the simulations for population sizes of
110 and 220 avatars, respectively. In these simulations,
the avatars followed a CCP movement pattern, starting
from a Uniform initial distribution. In these figures, the
X-axis shows the current iteration whereas the Y-axis
shows the average value for the Az parameter obtained
in this iteration. In all simulations, we used an AOI
of 10m and a movement rate of 3.95seconds. In each
figure, there are three plots (one for each awareness
method), as described above.

Figures 7(a) and 7(b) show that the only method
that provides an awareness rate of 100% is the COVER

method. Neither the VON method nor the KW20 method
actually provide a full (100%) awareness rate.

In order to prove that the behavior shown in these fig-
ures does not depend neither on the movement pattern
of avatars nor on the initial distribution of avatars, we
have tested the nine combinations of movement patterns
and initial distributions. However, for the sake of short-
ness we only show here the results for some of these
combinations. We have obtained very similar results for
the rest of combinations. Concretely, Figures 8(a) and
8(b) show the results obtained for a skewed initial distri-
bution of avatars following an HPA movement pattern.
These figures correspond to population sizes of 110 and
220 avatars, respectively.

Figures 8(a) and 8(b) show that again the only method
that actually achieves a full awareness rate is the COVER
method. When comparing these figures with Figures 7(a)
and 7(b), the main difference is that the awareness rate
achieved by the VON method is lower in the former ones.

Finally, Figures 9(a) and 9(b) show the results obtained
for the same populations sizes, but when the simulations
start from a skewed initial distribution of avatars and
these avatars follow an HPN movement pattern. The re-
sults shown in these figures are similar to the ones shown
in the rest of the figures. Therefore, we can conclude that
only the COVER method provides a full awareness rate
for any population size, regardless of both the movement
pattern and the initial distribution of avatars.

Latency

Nevertheless, the evaluation results shown in the pre-
vious subsection do not prove that the COVER method
can actually improve the performance of P2P DVEs. It is
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Figure 8. Awareness rate comparisons for SKW HPA pattern with (a) 110 avatars and (b) 220 avatars.
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Figure 9. Awareness rate comparisons for SKW HPN pattern with (a) 110 avatars and (b) 220 avatars.

necessary to evaluate the performance of these systems
in terms of well-known metrics when different aware-
ness methods are used. Concretely, we have measured
the system performance in terms of latency (ASR, time
response) and system throughput. Additionally, we have
measured the awareness delay, that is, the time interval
from the instant when a new neighbor enters the AOI of
an avatar until the instant when that avatar is aware of
the new neighbor.

We have accomplished more than 4000 experiments, in
which we studied these parameters for the nine combi-
nations of movement patterns and initial distributions of
avatars. Also, we performed simulations with different
populations sizes (different numbers of avatars). Never-
theless, for the sake of shortness we present here only the
results for a given combination and for population sizes
of 100, 500, and 1000 avatars. The rest of the results were
very similar to the ones shown here.

Concretely, Figure 10 shows the results for a popula-
tion size of 100 avatars when these avatars follow a CCP

movement pattern starting from a uniform initial distri-
bution. In this case, the X-axis shows the iteration num-
ber and the Y-axis shows the average ASR value obtained
for all the avatars in that iteration.

Figure 10 shows that all the considered methods
provide acceptable ASR values that are far below the
threshold values of hundreds of milliseconds consid-
ered as the maximum values that are acceptable for
users.?% However, the COVER method shows the
plot with the lowest ASR values. In order to study
the ASR values provided to larger populations, Fig-
ures 11 and 12 show the results for the same simula-
tions but now performed with populations of 500 and
1000 avatars.

Figure 11 shows that the plot for the VON method adds
an overhead that results in the system saturation, in such
a way that the average ASR provided to avatars contin-
uously increases during the simulation. It is worth men-
tioning that the values provided by this method are of
tens and even hundreds of seconds. Although the KW20
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Figure 11. Average ASR comparisons for a population of 500
avatars following a UNF CCP pattern.

plot is not a completely flat slope, it only reaches values
of seconds. Again, the only plot that shows a flat slope is
the one corresponding to the COVER method.

Figure 12 shows the results for a population of 1000
avatars. In this case, the overhead added by the VON
method collapsed the computer system, and the simu-
lations could not finish properly. Therefore, this figure
shows only two plots. The KW20 plot has an expo-
nential behavior, reaching values of 20 and 30 seconds.
In contrast, the COVER plot remains flat, close to
the zero value. These results show that the COVER
method also provides the best performance in terms
of latency.
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Figure12. Average ASR comparisons for a population of 1000
avatars following a UNF CCP pattern.

Throughput

We have also studied the performance achieved with
each method in terms of system throughput, that is, the
number of maximum avatars that the system can sup-
port while providing acceptable latency values. In order
to achieve this goal, we have grouped the average ASR
values provided by each method for different population
sizes. Although we have performed this analysis for all
the combinations of initial distributions and movement
patterns, for the sake of shortness we show here the re-
sults for a single combination, the uniform-CCP pattern.
All the cases showed similar results.

Figure 13 shows the results obtained for the KW20
method. This figure shows that this awareness method
is not scalable with the population size, since the av-
erage ASR values remain in an order of magnitude of
milliseconds only for a population of 100 avatars. For a
population of 500 avatars, they increase up to an order
of seconds, while for a population of 1000 avatars these
values reach tens of seconds.

Figure 14 shows the results obtained for the VON
method, showing that when the population increases
to 500 avatars the awareness method adds an excessive
overhead, saturating the system. The system saturation
in turn results in a continuous increase of the aver-
age ASR values, as shown in Reference [11]. Moreover,
this figure does not show the plot for a population of
1000 avatars because the system could not finish any
complete simulation with this population size.

Figure 15 shows the results for the COVER method.
It can be seen that all the plots have a flat slope, and
they show values of milliseconds. These results show that
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only the COVER method is scalable enough for support-
ing thousands of avatars. The key issue for this behavior
is the scalable use of supernodes.

Awareness Delay

Apart from the well-known performance metrics like
latency and throughput, in order to prove the effective-
ness of an awareness method, it is also necessary to mea-
sure the awareness delay. This parameter can be defined
as the time interval from the instant when an avatar i en-
ters the AOI of an avatar j to the instant when i receives
the acknowledgment from j as new neighbor. We have
denoted this parameter as T4y . This parameter is crucial,
since it determines the maximum time-space inconsis-
tencies that can arise in the system.

Awareness Delay (secs.)

0
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Figure 16. Awareness delays for a population of 500 avatars.
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Figure 17. Awareness delays for a population of 1000 avatars.
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Figures 16 and 17 show the results provided by the
considered methods for different population sizes un-
der a uniform-CCP combination of movement pattern
and initial distribution of avatars. These figures show
on the X-axis the iteration number, while they show on
the Y-axis the average awareness delay (the T, value)
for that iteration. These figures show that COVER is the
awareness method that provides the lowest awareness
delays. It is worth mentioning that this method manages
to keep the awareness delay in an order of magnitude
of 0.01 seconds, regardless of the considered population
size. These results prove that the COVER method also
provides an efficient performance in terms of Awareness
Delay.

Conclusions and Future
Work

In this paper, we have proposed a comparative study of
the performance provided by those methods proposed in
the literature that are supposed to fully solve the aware-
ness problem in P2P DVE systems. This study has been
performed using the well-known performance metrics
in distributed systems, and the evaluation of the con-
sidered methods has been performed on real distributed
systems.

The evaluation results show that only the COVER
method provides a full awareness rate to avatars, re-
gardless of the movement pattern that avatars follow
in the virtual world. Both the VON and the Kawahara
methods provide awareness rates around 95% for most
of the simulation times. Additionally, the VON method
provides even lower awareness rates (around 85%) for
non-uniform movement patterns (HPA and HPN). These
behaviors do not depend on the population size, since
different sizes have been tested.

The results also show that the COVER method pro-
vides the best system performance in terms of well-
known metrics like latency and throughput. This method
is able to keep the average response times in an order of
magnitude of several milliseconds, regardless of the pop-
ulation size and also regardless of the movement pattern
of avatars. The key issue for achieving these results is the
dynamic use of supernodes, that represent the second
level of a hierarchical awareness scheme.

Finally, the COVER method also provides the best per-
formance in terms of the awareness delay. This method
provides similar awareness delays for different popu-
lations and for different movement patterns of avatars,

thus keeping any time-space inconsistency that can arise
among different clients within reasonable values.

These results validate the COVER method as an effi-
cient and actually scalable awareness method for DVE
systems based on P2P architectures.

Asafuture work tobe done, we plan to characterize the
behavior of P2P DVE systems implementing the COVER
awareness method, in order to develop some technique
that can improve the performance of these systems. Also,
we plan to focus on systems where avatars can have dif-
ferent AQI sizes (like networked games where avatars
can have instruments providing long-range views of the
environment).
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