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Abstract. The Partitioning problemis a key issue in the design of Distributed
Virtual Environment (DVE) systems based on a server-network architecture. This
problem consist of efficiently assigning the clients of the simulation (avatars) to
the system servers. Despite the existing literature proposes different evolutive
approaches for solving this NP-hard problem, an approach based on genetic al-
gorithms is considered as the current best partitioning mechanism.
In this paper, we analyze the impact of the low diversity of the initial popula-
tion in this algorithm, and we propose a new mechanism for generating initial
populations of higher quality. We also propose a new set of crossover methods
oriented to problem specifications. Both improvements define a new genetic al-
gorithm that provides better solutions than any other existing approach, in terms
of both quality function and execution time.

1 Introduction

Distributed Virtual Environment (DVE) systems have experienced a spectacular growth
last years. These systems allow multiple users, working on different computers that are
interconnected through different networks (and even through Internet) to interact in a
shared virtual world. This is achieved by rendering images of the environment as a user
located at that point in the virtual environment would perceived them. Each user is rep-
resented in the shared virtual environment by an entity calledavatar, whose state is
controlled by the user input. Since DVE systems support visual interactions between
multiple avatars, every change in each avatar must be propagated to some avatars in the
shared virtual environment. DVE systems are currently used in many different applica-
tions [20], such as collaborative design [18], civil and military distributed training [12],
e-learning [17] or multi-player games [1, 7].

One of the key issues in the design of a scalable DVE system is thepartitioning
problem. It consists of efficiently assigning the workload (avatars) among different
servers in the system [8]. The partitioning problem determines the overall performance
of the DVE systems, since it has an effect not only on the workload that each server
in the system supports, but also on the inter-server communications (and therefore on
the network traffic). Despite the partitioning problem in DVE systems has been usually
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addressed with ad-hoc procedures [20, 9], recent works propose partitioning schemes
following evolutive approaches [14–16]. One of these approaches, based on a genetic
algorithm, offers good performances in terms of execution time and low values of qual-
ity function.

In this paper, we propose a set of improvements for this genetic approach in order to
develop more scalable and cost-effective DVE systems. These improvements consists
of maximizing the structural diversity of initial population and also of incorporating a
new crossover mechanism. In this mechanism, each chromosome of the current popu-
lation randomly chooses a crossover operation from a small set of oriented crossovers.
Performance evaluation results show that, due to its ability of avoiding premature con-
vergence of solutions, the proposed method can provide better solutions while requiring
shorter execution time than other methods proposed in the literature.

The rest of the paper is organized as follows: Section 2 describes the partitioning
problem and the proposed techniques for solving it. Section 3 shows the implementation
of the proposed genetic approach for solving the partitioning problem. Next, Section 4
presents the performance evaluation of the proposed search method. Finally, Section 5
presents some concluding remarks and future work to be done.

2 The Partitioning Problem in DVE systems

Architectures based on networked servers are becoming a de-facto standard for DVE
systems [20, 9, 15]. In these architectures, the control of the simulation relies on several
interconnected servers. Multi-platform client computers are connected to one of these
servers. When a client modifies an avatar, it also sends an updating message to its server,
that in turn must propagate this message to other servers and clients. Servers must render
different 3D models, perform positional updates of avatars and transfer control infor-
mation among different clients. Thus, each new avatar represents an increasing in both
the computational requirements of the application and also in the amount of network
traffic. When the number of connected clients increases, the number of updating mes-
sages must be limited in order to avoid a message outburst. In this sense, concepts like
areas of influence (AOI) [20] or locales [2] have been proposed for limiting the number
of neighboring avatars that a given avatar must communicate with. All these concepts
define a neighborhood area for avatars, in such a way that a given avatar must notify
his movements (by sending an updating message) only to those avatars located in that
neighborhood. These avatars are denoted as neighbor avatars.

Depending on their origin and destination avatars, messages in a DVE system can
be intra-server or inter-server messages. Figure 1 shows an example of a DVE system
consisting of several servers interconnected through a network. This figure also shows
an example of both intra-server and inter-server avatar updating messages.In this figure,
avatars are uniformly distributed and they are represented as dots. Each server manages
a given number of clients (avatars) and decides which avatars are the destinations for
the messages received from other avatars. This figure also shows an example of both
intra-server and inter-server avatar updating messages. Inter-server messages are those
messages whose origin and destination avatars are assigned to different servers. Other-
wise, the message is an intra-server message. In order to design scalable DVE systems,



the number of inter-server messages must be minimized. Effectively, when clients send
intra-server messages they only concern a single server. Therefore, they are minimizing
the computing, storage and communication requirements for maintaining a consistent
view of the virtual world to all avatars in a DVE system.

Fig. 1. Example of Multi-server DVE system

Lui and Chan propose in [8] propose a quality function, denoted asCp, for evaluat-
ing each assignment of clients to servers. This quality function takes into account two
parameters. One of them consists of the computing workload generated by clients in
the DVE system, denoted asCW

p . In order to minimize this parameter, the computing
workload should be proportionally distributed among all the servers in the DVE sys-
tem, according to the computing resources of each server. The other parameter of the
quality function consists of the overall inter-server communication cost for sending the
messages generated by all avatars, denoted asCL

p . In order to minimize this parameter,
avatars sharing the same AOI should be assigned to the same server. Quality function
Cp is defined as

Cp = W1 CW
p + W2 CL

p (1)

whereW1 andW2 are two coefficients that weight the relative importance of the
computational and communication workload, respectively (W1 + W2 = 1). These
coefficients should be tuned according to the specific features of each DVE system.
Using this quality function (and assumingW1 = W2 = 0.5) Lui and Chan propose
an ad-hoc approach, called LOT, that re-assigns clients to servers [9]. The partitioning
algorithm should be periodically executed for adapting the partition to the current state
of the DVE system as it evolves (avatars can join or leave the DVE system at any time,
and they can also move everywhere within the simulated virtual world). Lui and Chan
also have proposed a testing platform for the performance evaluation of DVE systems,
as well as a parallelization of the partitioning algorithm [9].

Since the partitioning problem in DVE systems can be considered as a a combina-
torial optimization problem, different solutions based on metaheuristic techniques has
been proposed [13–16]. Despite [13] describes a constructive strategy based on GRASP,
the best partitioning results has been obtaining using evolutive techniques [15]. Among



these evolutive techniques a genetic methods offer especially excellent results in terms
of execution time and quality of the provided solutions.

Although the genetic approach proposed in [15] performs reasonably well, it is
based on the generation of an initial population obtained by deriving a unique solu-
tion provided by a k-means clustering algorithm [16]. Despite this feature offers an
improved initial population of feasible solutions it, does not focus on maximizing the
structural diversity of chromosomes. As described in [11] and [4], this low level of
structural diversity can lead the algorithm to reach a local minimum or even a poorer
approximation to this value. Additionally, the crossover mechanism used by this al-
gorithm is based on an auto-fertilization technique, where chromosomes are derived
following a single-point crossover [5]. This crossover mechanism is excessively gen-
eralist, and it is possible to offer new crossover strategies more oriented to problem
specifications.

3 A New Genetic Technique for Solving the Partitioning Problem

In order to improve the performance of our current approach for solving the partitioning
problem in DVE systems, we propose a new version of the genetic algorithm. This
new version focuses on maximizing the structural diversity of initial population and
improving the crossover operator. The new algorithm replaces the current generation
of the initial population with a new method based on random projections. Additionally,
the crossover is performed by randomly choosing a mechanism from a list composed
of five different crossover operators. All these five operators are very oriented to the
specifications of partitioning problem in DVE systems.

3.1 Generation of a Heuristic Initial Population

Most of metaheuristic are based on the fast generation of an initial population of ele-
ments [15, 11]. This initial population usually represents a set of poor solutions to the
problem, and it is evolved through a crossover operator until a stopping criterion (for
example, a given number of iterations) is reached.

If the initial population has been correctly defined, then the metaheuristic algorithm
easily obtains a good approximation to the global optimum. Moreover, as it is described
in [11], if the initial population is not randomly selected then the algorithm should
maintain a certain level of structural diversity among all the chromosomes, in order
to properly represent the whole set of feasible solutions and to avoid the premature
convergence of the search.

Taking into account these considerations, we propose a new mechanism, calledPro-
jections algorithm (PA), in order to generate the new population of initial solutions. This
fast algorithm provides a set of independent and well-diversified initial solutions to the
problem.

PA consists of a given number of iterationsnc that defines the number of chromo-
somes in the population (population size). Each one of thenc chromosomes represents
a complete partitioning solution to the problem where all the N avatars (A0, .., AN−1)
in the DVE are assigned to theM servers (S0, .., SM−1) in the system. An iteration



consist of four steps (for the sake of clearness, we will consider in the following de-
scription that avatars move across a 2-D virtual world. The extrapolation to 3-D worlds
is reasonably trivial), illustrated in Figure 2:

First, each avatar in the system is assigned to serverS0 (Fig.2a). Next, a random
valueθ between 0 andπ/2 is generated. Since all avatars are located on a Cartesian
plane, PA draws a straight line which passes through the zero coordinates (0,0) with
a slope ofθ radians (fig.2b). This line and its perpendicular define a new coordinate
axis that is rotatedθ radians with respect to the original position. Using a simple affine
transformation (fig.2c), the old coordinates (Xi, Yi) of each avatar can now be expressed
with respect to the rotated axis by the new coordinates (X ′

i, Y
′
i ). At this point, PA gener-

ates two differentbinary search treeswith X ′
i andY ′

i search keys of each avatar. Once
both trees are created, theN/M different avatars in both trees with the highest and the
lowest keys are put into four different sets [19]. In order to assign a set of avatars to a
server, the third step of PA evaluates separately the different sets of avatars using theCp

function. Since both sets have the same cardinalityN/M , PA algorithm only computes
theCL

p term. The termCW
p is not computed, since it evaluates the standard deviation

of the assigned avatars with respect to the the perfect balancing. The last step is to se-
lect the set with the lowestCL

p value, and all avatars contained in this set are assigned
to serverS1 (fig.2d). At this point,N(M − 1)/M avatars are still assigned to server
S0, andN/M avatars are assigned to serverS1. Next iteration allows serverS0 to lose
anotherN/M avatars, which are assigned toS2. PA algorithm finishes when the last
group of avatars (with a size less or equal toN/M avatars) is assigned to serverSM−1.
At this point, a number of avatars very close toN/M are assigned to each server server
in the DVE system.

Fig. 2. Generation of the initial population based onProjection Algorithm

It is important to mention that the use of 4 binary search trees allows to improve
diversity when selecting the sets of avatars to be assigned to the target server for each
iteration. The random generation of rotation angles guarantees inherently independent
solutions in the generation of individuals of the initial population. Moreover, this pop-
ulation allows the genetic approach to evolve solutions with good values of quality
function Cp. These goodCp values are achieved by balancing the number of avatars
among the servers and assigning to the same server the avatars that are closely located
in the virtual scene.



3.2 Providing Randomness to Chromosome Crossover

In order to evolve chromosomes, the first approach for solving the partitioning prob-
lem in DVE systems, based on a genetic algorithm uses an auto-fertilization technique
[16]. In this technique, each chromosome generates a new chromosome following a
single-point crossover with a probability equal to one [5]. When the crossover operator
is applied to all individuals of the population ( the child population has been completely
created) a elitist selection guarantees the survival of the best individuals. This crossover
operator is excessively generalist and has been used often for solving different combi-
natorial problems.

The proposed technique is based on the random selection of crossover operators
from a list. This list, which is accessed for each derivation, consists of five operators
very oriented to problem specifications. The operator list consists of the following ele-
ments:

Operator 1 Random exchange of the current assignment for twoborder avatars. A
given avatarAi is a border avatar if it is assigned to a certain serverSr in the initial
partition and any of the avatars in its AOI is assigned to a server different fromSr

[14].
Operator 2 Once a border avatarAi has been randomly selected, it is randomly as-

signed to one of the serversSf hosting the border avatars ofAi.
Operator 3 Besides the step described in the previous operator, if it exists an avatarAj

such thatAj is assigned toSf and it is a neighbor avatar ofAi, thenAj is assigned
to Sr.

Operator 4 Since each avatar generates a certain level of workload in the server where
it is assigned to [8], then it is possible to sort the servers of a DVE system according
to the level of workload they support. IfSm andSn are the servers with the highest
and the lowest level of workload in the system, respectively, then a random avatar
Ak assigned toSm is assigned toSn.

Operator 5 Besides the step described in the previous operator, a random avatarAl,
initially assigned toSn, is now assigned toSm.

4 Performance Evaluation

This section presents the performance evaluation results obtained with the proposed
new genetic algorithm described in the previous section when it is used for solving the
partitioning problem in DVE systems. Following the standard evaluation methodology
described in [8] and used in [9, 13–16], we have empirically tested the new approach in
two examples of a DVE system: a SMALL world, composed by 13 avatars and 3 servers,
and a LARGE world, composed by 2500 avatars and 8 servers. We have considered
two parameters: the value of the quality functionCp for the partition provided by the
proposed search method and also the computational cost, in terms of execution time,
required by the search method in order to provide that partition.

Our evaluation tool models the behavior of a generic DVE system with a server-
network architecture on a real network of heterogeneous computers. Each server is im-
plemented in a single PC, while up to 50 clients is allocated in the same PC. Following



this configuration, a battery of DVE systems was tested. This battery was composed
by 400 SMALL worlds and 300 LARGE worlds. We have used a 10 Mbps Ethernet as
the interconnection network. The hardware platform used for the evaluation has been a
Pentium IV at 1.7 GHz 256 Mbytes of RAM. The operating system was Windows 2000
Professional operating system.

4.1 Tuning of Genetic Algorithm

As described in [14, 16], the parameters of the genetic algorithm that should be tuned
in order to achieve optimal performance are the population size, the number of genera-
tions, and the mutation rate.

Figure 3 shows the convergence of the proposed approach as the number of gen-
erations and mutation rate vary in a LARGE DVE configuration. This convergence is
expressed in terms of fitness functionCp. Due to space limitations, the variation of the
population size is not shown in this figure. The incidence of this parameter in the be-
havior of the algorithm is very similar to the incidence of the number of generations in
the same DVE system.

Fig. 3. Cp values obtained for different amounts of generations and mutation rates in a LARGE
DVE system

Figure 3 shows (the graphic on the left) that for all the considered distributions,
theCp value provided by the proposed algorithm decreases as the number of iterations
increases, until a value of 400 iterations is reached. From that point, quality function
Cp slightly decreases or remain constant, depending on the considered distribution of
avatars. The same behavior is shown for the population size when it reaches values close
to 20 chromosomes. Although it is not shown here, values bigger than this number of it-
erations require too much execution time and do not reach significantly better solutions
in terms ofCp. On other hand, a different behavior is observed when the mutation rate
is varied (graphic on de right in figure 3). The values of quality functionCp provided
by the proposed algorithm decrease as this parameter grows, until the system explore
values close to 8-9%. From these points, genetic algorithm starts to obtain worse so-
lutions in term ofCp. The reason for this behavior is that if an excessive number of
mutations is performed for a given generation of individuals, then the evolving process
of maintaining a set of high quality solutions is excessively degraded.



Therefore, tuning of the selected parameters for the proposed genetic method and
for the LARGE DVE systems has been 400 iterations, 20 chromosomes and a mutation
rate of 9%.

4.2 Evaluation Results

For comparison purposes, we have evaluated the performance of the proposed approach,
as well as thelinear optimization technique(LOT) described in [9] and also the basic
genetic approach (BGA) presented in [16]. The latter method currently provides the
best results for the partitioning problem in DVE systems. In the case of SMALL worlds
we have also performed an exhaustive search through the solution space, obtaining the
best partition as possible. Since this exhaustive method requires the exploration of a do-
main composed by313 (1.594.323) different solutions in SMALL worlds, this problem
becomes unaffordable when LARGE worlds are considered (82500 different solutions).
On other hand, since the performance of the heuristic search methods may heavily de-
pend on the location of the avatars, we have considered three different distributions of
avatars: uniform, skewed, and clustered distribution.

Table 1 and table 2 show the evaluation results for a SMALL and LARGE vir-
tual worlds, respectively. These tables show theCp values corresponding to the final
partitions provided by two versions of proposed genetic approach for a SMALL and
LARGE virtual worlds, and also the execution times required in order to obtain these
final partitions. Additionally, they also show the same results obtained for BGA and
LOT methods.

Uniform distribution Skewed distribution Clustered distribution
Texe(sec.) Cp Texe(sec.) Cp Texe(sec.) Cp

Exhaustive 3.411 6.54 3.843 7.04 4.783 7.91
LOT 0.0009 6.56 0.001 8.41 0.0011 8.89
BGA 0.002 6.54 0.003 7.04 0.005 7.91
V1 0.002 6.54 0.003 7.041 0.006 7.91
V2 0.003 6.54 0.003 7.04 0.006 7.91

Table 1.Results for a battery of SMALL DVE systems

Uniform distribution Skewed distribution Clustered distribution
Texe(sec.) Cp Texe(sec.) Cp Texe(sec.) Cp

LOT 30.94 1637.04 32.18 3460.52 43.31 5903.80
BGA 6.65 1832.2 13.79 2825.6 29.22 4905.93
V1 6.24 547.2 14.05 612.9 28,74 1002.51
V2 6.41 321.3 14.59 450.8 28.65 791.94

Table 2.Results for a battery of LARGE DVE systems



In order to evaluate the improvements introduced by the methods proposed in this
paper,V1 version implements the BGA approach where the initial population has been
created following the projection algorithm presented in section 3.2. In addition to this
improvement, V2 version not only starts with this new initial population but also it
implements the crossover mechanism described in section 3.1.

These tables show that both V1 and V2 approaches obtain similar results than LOT
and BGA methods for all considered distribution of avatars in SMALL worlds. How-
ever, as it is described in [9] and [15], the main purpose of a partitioning method is to
improve the scalability of DVE systems. Therefore, it must provide a significant per-
formance improvement when it is used in LARGE DVE systems. The results obtained
for the LARGE world show that the quality of the provided partitions are increased in
terms ofCp values. Both V1 and V2 approaches require similar execution times than
BGA method. However, V2 method is able to decreaseCp function from 1832.2s. to
321.3s when uniform distributions of avatars are considered. In the case of skewed and
clustered distributions,Cp values are decreased in a similar proportion by both methods
V1 and V2. These results show that by simply improving the structural diversity of the
initial population (V1 version) it is possible to evolve the population of chromosomes
until more efficient solutions.

5 Conclusions and Future Work

Current Distributed Virtual Environments (DVE) are usually designed following server-
network architectures. In these architectures, a NP-hard problem called the partitioning
problem has become a critical issue in order to design efficient and scalable DVE sys-
tems.

In this paper, we have analyzed and improved a recent method based on a genetic
algorithm designed for solving this problem. This method currently provides the best
results for the partitioning problem in DVE systems. One of the proposed improvements
for this genetic method consists of using a new stochastic algorithm for the generation
of the initial population that maximizes the structural diversity of chromosomes. On
other hand, we have proposed the replacement of the traditional single-point crossover
operator by a pool of five different crossover mechanisms oriented to problem specifi-
cation.

Performance evaluation results show that the proposed implementation of the ge-
netic method provides better solutions to the partitioning problem than the current ap-
proaches to the problem. Therefore, the proposed approach can improve the efficiency
and scalability of DVE systems.

As future work to be done, we plan to design a parallel implementation of GRASP
approach. This new design will be based on a master-slave configuration and will be
implemented in conjunction with a post-optimization procedure.
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