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The use o f  clear, concise, and unambiguous language i n  ABSTRACT telecommunications engineering i s  vital t o  communicate a 
desired meaning and understanding Terminology should be based on rigorous engineer- 
ing principles and traceable to well known and dependable sources This article deals with 
four everyday terms commonly encountered in the popular semi-technical press as well as 
in serious engineering periodicals The misuse of these and other terms can lead to  low- 
balled cost proposals, court litigation, and patent infringement cases Imagine how an 
engineering student can be confused when she/he typically encounters bandwidth mea- fuse matters, we call this the nominal 
sured in bits per second. 

hen I started in the field of data communications, 
I always wondered how many bits per second of 

a could f i t  into a unit of bandwidth. The question still seems 
to bother a lot of people, as my seminar experience bears out. 

bit rates in bits per second to band- 
we will encounter two other terms 
bandwidth and bit rate. These are 

symbolsper second and baud. The misuse of these four terms 
is very common. I am sure you have heard someone say that 

kilobaud modem for operation on a 
hannel? This is the blatant misuse of a 
baud. Another one is “I’m going to 

increase the bandwidth to 384 kbls.” This is followed by 
on demand.” We come equipped with a perfectly 
age of telecommunications. Admittedly, there 

remain some ambiguities that we probably cannot overcome. 
However, there are others that have grown with common use. 
The purpose of this article is to resolve the ambiguities and 
poor usage of four common terms: bandwidth, bit rate, sym- 
bol, and baud. 

Thus, we will first define bandwidth from several per- 
spectives. Then there will be a very brief review of two 
well-known theoreticians’ views on the bit ratelbandwidth 
question. Finally, we will delve into some practical matters 
and attempt to better define bits, symbols, bauds, and 
bandwidth. 

BANDWIDTH DEFINED 
Bandwidth plays a vital role in telecommunications. Its unit 
of measure is the  hertz. I t  can be defined as t he  range 
between the lowest and highest frequencies used for a par- 
ticular application. Oiie of the most common definitions 
deals with signal power. For filters, attenuators, amplifiers, 
transmission lines, and other electromagnetic active and 
passive equipment, these limits are generally taken where a 
signal will fall 3 dB below the average (power) level in the 
passband, or below the level at a reference frequency [l]. 
The  voice channel as used on a subscriber loop  is one  
notable exception. In North America it is specifically 
defined at the 10-dB points about the reference frequency 
of 1000 Hz, approximately in the band 200 to 3200 Hz [2, 
31. Anywhere else in the network, the bandwidth definition 
follows the 3 dB rule [4]. The International Consultative 
Committee for Telephone and Telegraph (CCITT) voice 
channel occupies the band 300 to 3400 Hz. To further con- 

4-kHz voice channel. The bandwidth 
of the CCITT voice channel, of course, 
is 3100 Hz (not bits per second). It is 

based on the 3-dB power rule. 
The 3-dB bandwidth concept is shown in Fig. 1. 
As Frank Amoroso states in [5], “No single definition suf- 

fices.” Thus, there are at least four other ways we can define 
bandwidth [5, 61. 

Radio regulating agencies, as one might imagine, have a 
very strict definition, which 1 like to call the 20 dB rule. 
Others call it the 99 percent power containment rule. For 
example, the U.S. Federal Communications Commission 
has adopted it. Simply stated, the occupied bandwidth (of 
a radio emission) is the band which leaves exactly 0 5 per- 
cent of the signal power above the upper band limit and 
exactly 0.5 percent of the  signal power below the  band 
limit. Thus, 99 percent of the signal power is inside the 
occupied band [SI. 

Still another definition is the bounded power spectral density 
[5]. This states that everywhere outside of s specified band, 
the power must have fallen at least to a certain stated level 
below that found in the band center. Typical attenuation lev- 
els might be 35 or 50 dB. There are also the “null-to-null 
bandwidth” and “noise bandwidth definitions. Bandwidth can 
be defined in any number of ways depending on the applica- 
tion; thus, we do not believe our listing is exhaustive. 

THE BIT AND BITS PER SECOND 
The bit is an abbreviation of binary digit Some call it the low- 
est unit of information. We will all remember that it can take 
on one of two states, commonly called 1 or 0. Just a 1 or a 0 is 
not really rich with information. It is, however, sufficient for 
some needs such as supervisory signaling. For other data 
users, we turn to source codes such as ITA#2 (CCITT), 
American Standard Code for Information Interchange 
(ASCII) sponsored by the American National Standards Insti- 
tute (ANSI), and IBM’s 8-bit EBCDIC (extended binary 
coded decimal interchange code). In any case, such codes 
develop characters from consecutive, contiguous bits, 5, 6, 7, 
or 8 in a row. In many circumstances &bit codes are preferred 
because 8 is a binary-related number, and fits well with digital 
processors [7]. 

In any case, we measure the information transmission 
capacity in t h e  binary domain by bits per  second.  We 
assume that these bits all have the same bit period and are 
contiguous. This is only true in synchronous transmission, 
where one bit is directly followed by the next throughout a 
frame [7]. 
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Another example is 
will require 1.544 ME:z 
that the voice channel, 
Hz, can support no more 
transmit 33,600 b/s in 

little later. First let us 
in information theory 
mation. 

with our 1 b/Hz 

H. Nyquist of Bell 

SQUEEZING MORE BITS 
PER HZ OF .BANDWIDTH 

DS1, which with this first approximation 
to support 1.544 Mb/s. This tells us 

which we said has a bandwidth of 3100 
than 3100 b/s. How, pray tell, can we 

such a small bandwidth? Certainly not 

look at what two of the great pioneers 
have done to provide a second approxi- 

Telephone Laboratories [8, 91 was a 

Claude Shannon, also of Bell Telephone Laboratories, 
came up with a different model [lo]. Shannon’s traditional 
formula relates channel capacity C (binary digits or bits per 
second) to bandwidth W (in hertz) by the following: 

approcimation. We will get into that magic a C = aog2[(prnax - Pnoise)/Pnoisel b/s 
where Pm, is the signal power and Pn0,,,, in this case, is ther- 
mal noise power. 

This formula is also written as 

c = WLog2(1 + S/N) 

BIT PACKING 
Bit packing allows us to transmit 
at  greater bit rates than the 1 
b/Hz implies or even the 2 b/Hz 
suggested by Nyquist. The data 
rate a transmission medium can 
support is determined by the 
number of transitions per sec- 
ond that are placed on the medi- 
um and certain of its physical 
characteristics. To increase the 
data rate measured in b/s, we 

H Figure 2. a)  A spatilk1 representation of a data tone with BPSKmodulation - only I bit is 
transmittedper transi’ ion; b)  a spatial representation of a data tone with QPSKmodulation - 
2 bits are transmitted or every transition; c) a spatial representation of 8-ay PSK- 3 bits are 
transmitted for every ransition; d)  a spatial representation of a data tone using a hybrid modu- 
lation scheme called AM transmitting at 9600 b/s based on CCITT Rec. K29 -for each 
transition 4 bits are ti ansmitted. 
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Figure 3. R Z  and NRZ binary baseband waveforms compared. 
In the figure there are 22 transitions for the R Z  waveform com- 
pared to only six transitions for the NRZ waveform based on the 
same binary sequence. The ‘Z” in R Z  and NRZ refers to the 
zero voltage line. 

can turn to higher-level modulation techniques such as 
quadrature phase-shift keying (QPSK). With binary phase 
shift keying (BPSK), one bit is transmitted for each transition 
(i.e., change of state) (Fig. 2a). QPSK allows us to theoretical- 
ly transmit two bits for each transition. Figure 2b illustrates 
this concept. Nearly all 2400 bis modems use QPSK. The term 
baud is the measure of modulation rate or the number of 
transitions per second. In the case of the 2400 bis modem, the 
modulation rate is 1200 baud. For every transition with 
QPSK, two bits are transmitted. 

The Voice Channel - looking into the telecommunications 
network where only 3100 Hz bandwidth is available. The V.34 
bis modem can provide a 33.6 kb/s bit rate. If the channel ter- 
minates in a pulse code modulated (PCM) channel bank, the 
U-2 modem has the capability of 56 kbis. 

The Subscriber Loop - looking toward the subscriber 
(called downstream). The pressure to increase bit rate here 
derives from Internet service. Various methods are now avail- 
able to increase the data rate from 1601192 kbis of ISDN to 6 
Mb/s or more of the various digital subscriber loop (xDSL) 
schemes. Loop length and its condition are critical constraints. 

Digital Line-of-Sight Microwave - The RF  spectrum is a 
shared resource. Emission sources wasteful of bandwidth are 
usually refused a license. For example, the FCC requires at 
least 4.5 biHz of bit packing. Nortel, among other vendors, 
have fielded radio systems with 9 b/Hz of bit packing in a 
quadrature amplitude modulated (QAM) configuration (i.e., 

Symbol rate is often confused with the baud. One might 
say that the symbol rate to the line of the V.29 modem is 2400 
symbolsis, where each symbol carries 4 bits of information. 
However, “symbol” is more used in the radio world. In any 
case, I think its use as such brings about an ambiguity in ter- 

5 12-QAM). 

8-ary PSK carries this concept one step further. 
Three bits are transmitted for each transition. This 
idea is illustrated in Fig. 2c. The 4800 b/s modem spec- 
ified in CCITT Recommendation V.27 specifies 8-PSK 
modulation. The  modulation rate of this modem is 
1600 baud. 

Another example is the 9600 bis modem specified in 
CCTTT Recommendation V.29 Its modulation rate is 
2400 baud. I t  achieves 4 b/Hz bit packing by using a 

__ 
I 

Coded 
Bits per -- 
second { ---I ii%%d{ - 1 Bauds 

FEC coder M-ary modulator 

~ 

. ~ _ _  - 
Figure 4. A digital transmission system illustrating the use of the 
terms bits per second (bis), coded symbols per second, and bauds. 

hybrid combination of 8-ary PSK and two amplitude lev- 
els [7]. This is illustrated in Fig. 2d. 

There are no free lunches, as I have been told. Thus, there 
is a price for turning to M-ary modulation techniques. This 
price, following the Shannon capacity formula, is paid in 
increased SNR as M increases for a given error performance. 
There is one exception, however. No increase in signal power 
is necessary as we move from BPSK to QPSK for a given 
erioi performance. This is becauae a QPSK modulator is 
made up of two BPSK modulators, one being 90 degrees out 
of phase with the other. 

Bauds and bits per second are synonymous only in the 
binary domain. In the M-ary domain they are not synonymous. 
As you are probably aware, the term baud derives from a 
Frenchman who is considered the father of automatic telegra- 
phy, His name was Emile Baudot. 

Even in the binary domain, care must be exercised in esti- 
mating bandwidth. This is particularly true with nominal bina- 
ry baseband waveforms such as the return-to-zero (RZ) 
waveform which has many more transitions per second than 
the familiar non-return-to-zero (NRZ) waveform. These two 
binary waveforms are shown in Fig. 3. Bandwidth is related to 
transitions per second, not bits per second. Also, useful band- 
width for digital transmission is related to two impairments: 
group delay and amplitude distortion. We cannot increase the 
bandwidth of a given transmission medium. We can, however, 
mitigate the effects of these impairments with amplitude and 
delay equalizers to take better advantage of a transmission 
medium’s bandwidth [7]. 

Currently there are three specialty areas in telecommunica- 
tions where we would like to pack as many bits as possible per 
unit of bandwidth. 

minology. Let’s leave the symbol to the forward error correc- 
tion (FEC) people where the output of a coder is measured in 
(coded) symbols per second (Fig. 4). Often the output of such 
a coder is fed to an M-ary modulator, and its transmission 
rate is also measured in symbols per second. This is confusing 
and ambiguous. Let’s measure the output modulation rate of 
the modulator in bauds, and allow the output of the coder to 
be measured in symbols per second. The way I would recom- 
mend that these terms be defined is expressed in Fig. 4. 

THE CONVERSE OF BIT PACKING 
Spread spectrum systems do just the opposite of bit packing; 
they bit spread. Instead of bits per hertz in bit packing, spread 
spectrum could be typified in hertz per bit. The performance 
of these systems is given in processing gain: the more “hertz 
per bit,” the greater the processing gain. For example, if we 
were to transmit 1 kb/s of data in the binary domain, it would 
require between 1 and 2 kHz of bandwidth, depending on fil- 
ter rolloff, using conventional modulation such as PSK. If the 
data bitstream is spread over 2 MHz, the processing gain, 
which is the spread bandwidth (in hertz) divided by the data 
rate in bits per second, would be 2 x 106/1000, or 2000. In 
decibels, this is 33 dB of processing gain. 

There are many advantages to using spread spectrum mod- 
ulation in the world of radio, where there is a lot of interfer- 
ence and crowding, which is typical of the cellular and PCS 
environment. The greater the spread, the more immune the 
system is to interference. This is just one of the several advan- 
tages of using spread spectrum modulation. Another advan- 
tage is the  number of active users supported per unit of 
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bandwidth. Engelson 
trum modulation can 
users per unit of ba 
American Advanced 
uses frequency modul 

In this brief review oi 
we have aptly shown 
and bandwidth. If on( 
as a first estimation 
we wish to transmit 
be required. The stat 
in this case. 

However, one sho 
nitions of bandwidth 
from the radio regul 
cent power containm 
the baud is the mea 
words, it is a measurc 
of transitions per sec 
Only in the binary do 
modulation rate meat 
and its output is code 
a transmission medii 
The data rate that b 
several factors such 
the group delay (enve 
bandwidth constraint$ 
tion. The interchang 
bits per second shoulc 
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nd Hebart [12] state that spread spec- 
ccommodate better than 15 times the 
lwidth when compared to the North 
Iobile Phone System (AMPS), which 
ion and 30 kHz channel spacing. 

SUMMARY 
ome telecommunications terminology, 
hat it is dangerous to equate bit rate 
:arefully defines parameters, assuming 
le bit per hertz of bandwidth, then, if 
Mb/s, a bandwidth of 10 MHz would 

nent is clear and the writer is covered 

d remember that there are other defi- 
Five of these have been listed. Those 
ory world may wish to use the 99 epr- 
it definition. As clearly defined in [l], 
irement of signaling speed. In other 
,f transitions per second. The number 
id determine the required bandwidth. 
ain is bits per second synonymous with 
red in bauds. Bits enter an FEC coder, 
symbols per second. The bandwidth of 
1 is determined by the medium itself. 
idwidth can support is determined by 
the modulation waveform employed, 

lpe delay) of the medium inside certain 
signal level, noise, and type of modula- 
ble use of bandwidth and data rate in 
>e deprecated. 
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