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Abstract

One of the key issues in the design of scalable and cost-
effective Distributed Virtual Environment (DVE) systems
is the partitioning problem. This problem consists of effi-
ciently assigning clients (3-D avatars) to the servers in the
system, and some methods have been already proposed for
solving it. However, only one of these methods takes into
account the non-linear behavior of DVE servers with the
number of avatars they support, and this method uses a load
balancing technique of local scope. As a result, it only pro-
vides good performance if the movement pattern of avatars
is uniform.

In this paper, we propose an adaptive load balancing
technique of global scope for solving the partitioning pro-
blem in DVE systems. The global scope of the proposed
technique allows to avoid DVE saturation as long as possi-
ble. Evaluation results show that the proposed strategy can
improve DVE system performance, regardless of both the
movement patterns of avatars and also the initial distribu-
tion of avatars in the virtual world.

1 Introduction

Distributed Virtual Environment (DVE) systems have expe-
rienced a spectacular growth last years. These systems allow
multiple users, working on different computers that are in-
terconnected through different networks (and even through
Internet) to interact in a shared virtual world. This is achie-
ved by rendering images of the environment as if they were
perceived by the user. Each user is represented in the sha-
red virtual environment by an entity called avatar, whose
state is controlled by the user input. Since DVE systems
support visual interactions between multiple avatars, every
change in each avatar must be propagated to the rest of the
avatars in the shared virtual environment. DVE systems are
currently used in many different applications [18], such as
collaborative design [17], civil and military distributed trai-
ning [12], e-learning [16] or multi-player games [9].

One of the key issues in the design of a scalable DVE
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system is the partitioning problem [10]. It consists of ef-
ficiently assigning the workload (avatars) among different
servers in the system. The partitioning problem determines
the overall performance of the DVE system, since it has an
effect not only on the workload that each server in the sys-
tem supports, but also on the inter-server communications
(and therefore on the network traffic). Some methods for
solving the partitioning problem have been already propo-
sed [18, 10]. These methods provide partitioning solutions
even for large scale DVE systems. However, they do not
take into account the non-linear behavior of DVE systems
with the number of avatars in the system. Therefore, these
partitioning strategies cannot avoid the degradation of sys-
tem performance caused by the assignment of too avatars to
a given server in the system.

Recently, an adaptive strategy that takes into account
the non-linear behavior of DVE servers has been proposed
for solving the partitioning problem [2]. However, the scope
of the load balancing technique used by this strategy is lo-
cal (the migration of avatars is always performed from the
server managing a region of the virtual world to a server
managing a neighboring region). Therefore, load balancing
is only performed among some of the servers in the sys-
tem, leaving unbalanced the rest of the servers. As a result,
this strategy only provides good performance under uniform
movement patterns of avatars. The reason is that, as shown
in our previous work [13], DVE systems enter saturation if
any of the servers reaches 100% of CPU utilization. When
some of the servers must continously support a heavy load,
local load balancing cannot use the rest of the servers for
load balancing.

In this paper, we propose a global adaptive load ba-
lancing technique for solving the partitioning problem in
DVE systems. This adaptive technique considers informa-
tion from all the servers in the system and it also provides a
global response of the system. This global response allows
the proposed method to balance the workload generated by
all of the avatars as much as possible. Evaluation results
show that the proposed technique can improve DVE system
performance for both uniform and non-uniform movement
patterns of avatars. The results also show that the proposed
strategy is able to keep the DVE system under its saturation



point if the total workload generated by all avatars remains
under the total workload that the DVE system can support,
regardless of both the movement pattern and also the initial
distribution of avatars in the virtual world.

The rest of the paper is organized as follows: Section 2
describes the partitioning problem and the existing propo-
sals for solving it. Section 3 details the proposed strategy
for performing an efficient adaptive load balancing in DVE
systems. Next, Section 4 presents the performance evalua-
tion of the proposed strategy. Finally, Section 5 presents
some concluding remarks and future work to be done.

2 Background

Architectures based on networked servers are becoming a
de-facto standard for DVE systems [18, 10]. In these ar-
chitectures, the control of the simulation relies on several
interconnected servers. Multi-platform client computers are
connected to one of these servers. When a client modifies
an avatar, it also sends an updating message to its server,
that in turn must propagate this message to other servers and
clients. Servers must render different 3D models, perform
positional updates of avatars and transfer control informa-
tion among different clients. Thus, each new avatar repre-
sents an increasing in both the computational requirements
of the application and also in the amount of network traffic.
When the number of connected clients increases, the num-
ber of updating messages must be limited in order to avoid
avoid a message outburst. In this sense, concepts like areas
of influence (AOI) [18], locales [1] or auras [7] have been
proposed for limiting the number of neighboring avatars that
a given avatar must communicate with.

Depending on their origin and destination avatars, mes-
sages in a DVE system can be intra-server or inter-server
messages. As an example, Figure 1 shows an example of
a DVE system consisting of several servers interconnected
through a network. In this figure avatars are uniformly dis-
tributed, and they are represented as dots. Each server ma-
nage a given region of the virtual world, and it also has
attached a given number of clients (avatars). This figure
also shows an example of both intra-server and inter-server
avatar updating messages. Inter-server meesagges are those
messages whose origin and destiantion avatars are attached
to different servers. In order to design a scalable DVE sys-
tems, the number of intra-server messages must be maxi-
mized. Effectively, when clients send intra-server messages
they only concern a single server. Therefore, they are mini-
mizing the computing, storage and communication require-
ments for maintaining a consistent state of the avatars in a
DVE system.

Taking into account all this premises, Lui and Chan
have shown the key role of finding a good assignment of
clients to servers, and they have proposed a partitioning met-
hod [10]. However, this and other existing methods do not
take into account the non-linear behavior of DVE servers
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Figure 1: Multi-server DVE system

with the number of avatars they support. As shown in [13],
the performance of a DVE system greatly decreases when
any of the servers in the system reaches 100% of CPU uti-
lization. Therefore, the main purpose of any load balancing
technique should be keeping all the servers in the system
under 100% of CPU utilization, regardless of the amount of
inter-server messages. Since these methods do not take into
account this fact, they cannot provide an actually efficient
partitioning method for large DVE systems.

Recently, a new load balancing technique that takes into
account the non-linear behavior of DVE servers has been
proposed for solving the partitioning problem [2]. In this
proposal, all objects within each region of the virtual world
are managed by a given server, and an adaptive load balan-
cing scheme is provided. Nevertheless, this scheme provi-
des only local load balancing among the servers managing
adjacent regions. The reason for this locality is to reduce the
number of inter-server messages (in this proposal, when an
avatar scope crosses the boundary of two servers, both ser-
vers are responsible for transferring object models to that
avatar). However, this local scope of the load balancing
technique limits the performance of the partitioning method.
Effectively, the performance evaluation of this proposal con-
siders that all avatars in the virtual world move circularly,
starting and ending at the same location. Under this simplif-
ying assumption of a uniform movement pattern of avatars,
local load balancing provides a good performance. Howe-
ver, is very unlikely that all avatars in a DVE system show a
uniform movement pattern. DVE systems usually have cer-
tain “hot points” where avatars tend to head for [6]. In other
cases, like 3-D networked games, these hot-points are game
resources (energy, weapons, etc.) that dynamically appear
and disappear, and only avatars located within a given ra-
dius of the hot-point tend to approach these points [11]. In
these situations, all the neighboring regions around the hot
points tend to get crowded with avatars, and therefore all the
servers managing these regions tend to get saturated, while
other servers support a low load. A global load balancing
technique would use all the servers in the system, and it
could provide better performance than a local load balan-
cing technique for such cases.



3 A New Load Balancing Technique

As shown in [13], in order to provide a scalable and effi-
cient adaptive partitioning method a load balancing techni-
que should focus on keeping under 100% of CPU utiliza-
tion all servers, rather than any other consideration. In order
to achieve this goal as much as possible, the load balancing
technique should provide a global scope, taking into account
the workload assigned to all the servers in the system, and
also considering any server in the system as a potential des-
tination of avatars. Unlike in the load balancing technique
propose in [2], we propose an object-oriented management
of avatars. Servers manage the workload generated by ob-
jects (avatars), instead of regions of the virtual world. This
approach allows to use any server in the DVE system for
load balancing purposes when a given server reaches satu-
ration.

We propose the Avatar Load Balancing (ALB) techni-
que. This proposal is based on a server-initiated load ba-
lancing technique developed for distributed operating sys-
tems [3]. ALB starts with an initial assignment of avatars to
servers. In order to obtain this initial assignment, and ACS-
based algorithm [14] or any other algorithm can be used. As
avatars freely move within the virtual world, both CPU uti-
lization and also the number of avatars that each server sup-
ports are constantly monitored. From these measurements,
the workload that each avatar adds to its server is statisti-
cally computed, taking into account the two factors shown
in [15]: the movement rate of that avatar and the presence
factor (P;) of that avatar. Presence factor of an avatar a;
is defined as the number of avatars in whose AOI avatar a;
appears. In this way, the estimated workload that each ava-
tar represents to its server is periodically computed. When
a given server S, in the system reaches 99% of CPU utili-
zation, then ALB algorithm is started. The purpose of ALB
algorithm is to select a number of avatars currently assig-
ned to S, and to assign them to the server with the lowest
CPU utilization (denoted as S,), in such a way that the re-
sulting estimated CPU utilization of S, is reduced to 90%.
However, these threshold values should be tuned according
to the network latency, in order to avoid that any server in
the system can reach 100% of CPU utilization (DVE satu-
ration point, as shown above) while ALB technique is being
computed and avatars are being re-assigned.

The first step of ALB algorithm consists of sorting the
avatars currently assigned to S, by their presence factor Py.
Then, the first avatars in this ranking are assigned to .Sy,
until the estimated workload of the re-assigned avatars re-
presents at least 10% of CPU utilization in S,. The reason
for using the criterion of the presence factor is that usually
the avatars with the highest presence factor are also the clo-
sest avatars. Therefore, most of the messages generated by
these re-assigned avatars will be intra-server messages. In
this way, the proposed technique not only avoids the satura-
tion of S, (the main goal of the load balancing technique in
order to maximize system throughput, as shown in [13]) but

also reduces the amount of inter-server messages as possi-
ble (this feature helps to decrease system latency, as shown
in [13]).

4 Performance Evaluation

In this section, we present the performance evaluation of the
load balancing strategy proposed in the previous section.
We propose the evaluation of generic DVE systems by si-
mulation. The evaluation methodology used is based on the
main standards for modeling collaborative virtual environ-
ments, FIPA [5], DIS [4] and HLA [8]. We have developed
a simulation tool (a program written in C++) that models the
behavior of a generic DVE system with a network-server ar-
chitecture, and we have performed experimental studies to
evaluate the performance of the proposed technique. Our
simulator model is composed of a set of S interconnected
servers and n avatars. Following the approach specified in
FIPA and HLA standards, one of the servers acts as the main
server (called Agent Name Service [5] or Federation Mana-
ger [8]) and manages the whole system. The main server
also maintains a partitioning file for assigning a given server
to each new avatar. In this way, once the network address
and the port number where the main server is listening, ava-
tars can join the simulation through this main server, that
assigns each new avatar to one of the servers in the system.
At this point, the new avatar must connect with the assigned
server in order to start the simulation.

In each simulation, all avatars sharing the same AOI
must communicate between them for notifying both their
position in the 3D virtual world and also any change in the
state of the elements in that AOI. For the purpose of evalua-
tion of the proposed technique, each client only simulates
a given rate of avatar movements through the virtual world,
and assumes that no changes are produced in any element
of the AOI. This simplifying assumption reduces the sys-
tem workload, but does not change the behavior of the sys-
tem. The message structure used for notifying avatar move-
ments is the Avatar Data Unit (ADU) specified by DIS [4].
A simulation consists of each avatar performing 100 move-
ments, at a rate of one movement every 2 seconds. Each
time an avatar performs a movement, he notifies that move-
ment to his server by sending a message with a timestamp.
That server must then notify that movement to all the avatars
in the same AQI of the sender avatar. When that notification
arrives to these avatars, they return an ACK message to the
sending avatar.

For comparison purposes, we have simulated the pro-
posed load balancing strategy and also the Adaptive Region
Partitioning Technique (ARPS) proposed in [2], the only
existing adaptive load balancing technique proposed until
now. We have simulated DVE systems with three diffe-
rent movement patterns of avatars: Changing Circular Pat-
tern (CCP) [2], Hot-Points-ALL (HP-ALL) and also Hot-
Point-Near (HP-Near). CCP considers that all the avatars
in the virtual world move circularly, starting and ending at



the same location. HP-ALL considers that there exists cer-
tain “hot points” where all avatars tend to head for sooner
or later, as shown in [6]. Finally, HP-Near also considers
these hot-points, but only avatars located within a given ra-
dius of the hot-point tend to approach these points [11]. An
iteration in a given movement pattern consists of all avatars
in the system performing a movement. Additionally, dif-
ferent starting distributions of avatars in the virtual world
(uniform, skewed and clustered) have been considered, as
in other studies [10, 2]. As an example, Figure 2 shows how
avatars are located in a 2-D virtual world in each initial dis-
tributions of avatars. In this figure, the virtual world is a
square and each avatar is represented as a dot.

a) b) c)

Figure 2: Different initial distributions of avatars in a DVE:
(@) uniform, (b) skewed, and c) clustered

Figure 3 shows the final distributions of avatars in a 2-D
virtual world when some movement patterns are applied and
the initial distribution is a uniform distribution of avatars.

Figure 3: Final distribution of avatars for a) CCP, b) HP-
Near, and c) HP-All movement patterns applied to an initial
uniform distribution of avatars

However, we only present here the results for the ex-
periments performed with HP-Near and HP-ALL patterns.
The reasons are both space limitations and also that CCP
movement pattern hardly starts the load balancing algorithm
if the initial partition is well-balanced, since all avatars fo-
llow a uniform circular path. Additionally, the results for a
clustered initial distribution are not presented either, since
the results are very similar to the case of an initial skewed
distribution of avatars.

The hardware platform used for simulating both clients
and servers in the DVE system have been PC’s with proces-
sor Pentium 1V at 1.7 GHz, with 256 Mbytes of RAM and
with NVidia MX-400 graphic cards. Each server has been
implemented in a single PC, while up to 50 clients have been
allocated in the same PC. We have used a 10 Mbps Ether-
net as the interconnection network. The simulation tool has

been executed on a Windows 2000 Professional operating
system.

We have tested a great number of different DVE confi-
gurations, ranging from small virtual worlds (composed of
3 servers and 180 avatars) to large virtual worlds (composed
of 6000 avatars and 9 servers). Due to space limitations, we
only present here the results for a large DVE configuration
(the worst case).

Tables 1 and 2 shows the performance evaluation re-
sults obtained for ARPS and ALB load balancing techni-
ques when a skewed distribution of avatars and a HP-ALL
moving pattern are considered. This table shows the per-
centage of CPU utilization in each of the DVE servers after
some of the iterations in the simulation. Each row show
the CPU utilization for a different server, and each column
show the CPU utilization after a given iteration for a given
load balancing technique. In both strategies the load balan-
cing technique is started in iteration 5. Additionally, last row
shows the sum of the resulting standard deviations 3 6, for
the average estimated workload w that DVE system servers
support. This value measures how balanced the DVE system
is after each iteration (the lower this value is, the better load
balancing is achieved). In order to make a fair comparison,
in both strategies we have obtained the initial assignment
of avatars by applying the same initial algorithm (the one
proposed in [2]). Therefore, the first columns in both tables
show the same CPU utilization.

ARPS (It. num.)

1 4 5 6

SO [ 301 [281 317 307
SI 344328305 | 327
S2 | 416 | 466 | 53.6 | 816
S3 | 345|357 | 36.9 | 364
S4 |325 (327 344 | 541
S5 | 450 [ 64.8 | 98.2 | 58.8
S6 | 385 | 420 | 451 | 584
S7 394 | 505 | 60.8 | 100.0
S8 | 249 [ 237 | 21.7 | 206
[ D 6, [ 194 | 403 | 667 [ 908 |

Table 1: Results for ARPS technique with an initial skewed
distribution of avatars and HP-ALL pattern

ALB (It. num.)

1 4 5 6 7 8

SO | 301 [ 281337664 ]99.6 [ 100.0
SI 3441328 | 385447994 | 995
S2 | 416 | 466 | 559 | 582 | 984 | 987
S3 | 345|357 | 428 | 656 | 89.6 | 100.0
S4 325327393 | 403|946 | 100.0
S5 | 450 | 648 | 77.7 | 89.4 | 96.9 | 979
S6 | 385 | 42.0 | 50.4 | 55.6 | 99.8 | 945
S7 394|505 | 60.6 | 88.9 | 985 | 100.0
S8 | 249|237 | 284 | 306 | 915 | 100.0
[ > 6, [ 194 ] 403 [ 390 | 26 [ 190 | 880 |

Table 2: Results for ALB technique with an initial skewed
distribution of avatars and HP-ALL pattern




Tables 1 and 2 show that ALB technique provides bet-
ter load balancing than ARPS technique. ARPS technique
(table 1) only keeps the system under saturation until the
sixth iteration of the simulation, when server S7 reaches
100% of CPU utilization. However, at this point servers
S0 and S1 are under 33% of CPU utilization. The column
corresponding to the fifth iteration of ARPS also shows that
server S5 reaches 98.2% of CPU utilization while servers
S0 and S1 are under 33%. The reason for this behavior
is the local scope of the load balancing technique. Under
this movement pattern, all avatars tend to continuously con-
centrate in some points of the virtual world, and the servers
managing these regions cannot share that workload with ser-
vers managing remote regions (with few avatars). Thus, this
load balancing technique only achieves to keep the system
under its saturation point until iteration 6, where server S7
reaches saturation. On the contrary, ALB technique (table 2)
is able to share the workload among all the servers, and thus
after iterations 5 and 6 it manages to decrease the value of
> dw. This technique achieves to keep the system away
from saturation in iterations 6 and 7, although in iteration 7
all servers are around 90% of CPU utilization. The system
only reaches saturation (iteration 8) when the overall wor-
kload reaches the maximum workload that the system can
support (as avatar concentrate, the number of avatars in ot-
her avatar’s AOI increases, and therefore the workload that
each avatar adds also increases).

Tables 3 and 4 shows the results for a initial uniform
distribution of avatars and a HP-near pattern. Since in this
pattern only part of the avatars tend to concentrate around
the hot-points, the total workload generated by all the ava-
tars remains under the limit of the total workload that the
DVE system can support. In this case, ARPS technique
(Table 3) can only keep the system under saturation during
15 iterations. Again, servers managing the crowded regions
reach 100% of CPU utilization, while servers managing dis-
tant regions are around 10% of CPU utilization. On the con-
trary, ALB technique (Table 3) balances workload among all
the servers, showing a very much lower value of > 4,, for
the first 15 iterations. As a result, this technique is able to
keep all servers under 100% of CPU utilization during the
whole simulation.

ARPS(It. num.) |

1 11 12 13 14 15

SO | 90 [662]93.9 [542 [ 743 | 65.1
SI | 9190 |88 |85 | 85 | 127
S2 | 88 269 | 333|444 558 | 798
S3 | 9.8 | 50.6 | 64.4 | 88.7 | 97.2 | 596
S4 | 9.0 [ 154 | 160 | 763 | 946 | 100.0
S5 | 113355 | 424 | 60.0 | 742 | 100.0
S6 | 95 [ 140 | 180 | 158 | 26.9 | 285
S7 | 92 | 375|530 | 695 | 91.0 | 100.0
S8 | 86 | 547 | 651 | 78.1 | 98.7 | 100.0
[ D 6w | 22 [ 643 | 897 | 865 [ 1030 | 1615 ]

Table 3: Results for ARPS technique with an initial uniform
distribution of avatars and HP-Near pattern

ALB (It. num.)

1 12 13 14 15 16 25 100
S0 9.0 | 66.2 | 939 | 89.4 | 984 | 97.7 | 98.4 | 91.6
S1 91 | 9.0 | 88 | 389|895 | 965 | 875 | 92.6
S2 88 | 269 | 333 | 45.7 | 87.6 | 954 | 975 | 89.9
S3 98 [ 506 [ 644811 741 89.6 | 89.6 | 98.6
A 9.0 | 154 | 16.0 | 53.6 | 65.2 | 88,5 [ 90.0 | 975
S5 113 | 355 [ 424 [ 529 [ 89.6 | 94.6 | 90.4 | 90.2
S6 95 [ 140 [ 180|225 [ 952 | 976 | 975 | 97.2
S7 92 [ 375|530 ] 659966 96.9 [ 941|943
8 86 | 547 [ 651 ] 79.6 971981 775|929

[D76w | 22 [643 [ 897 [ 214 [ 74 | 89 | 61 [ 40 |

Table 4: Results for ALB technique with an initial uniform
distribution of avatars and HP-Near pattern

5 Conclusions and Future Work

In this paper, we have proposed a global adaptive load balan-
cing technique for solving the partitioning problem in DVE
systems. Unlike the only existing technique that takes into
account the non-linear behavior of DVE servers with the
number of avatars they support, in this approach servers ma-
nage the workload generated by avatars, not regions of the
virtual world. The global scope of the proposed technique
allows to balance the workload generated by all of the ava-
tars as much as possible. We have evaluated the proposed
technique by simulation. The results show that the proposed
strategy can improve DVE system performance, particularly
for non-uniform movement patterns of avatars. Moreover,
the proposed strategy allows to keep the DVE system under
the saturation point if the total workload generated by all of
the avatars remains under the total workload that the DVE
system can support, regardless of both the movement pat-
tern and also the initial distribution of avatars in the virtual
world.

As a future work to be done, we plan to develop a parti-
tioning strategy capable of providing certain quality of ser-
vice. If the workload is high and the DVE system is close to
saturation, then the purpose of the partitioning strategy may
be maximizing the DVE throughput, in order to support the
highest number of clients as possible. However, if the DVE
system has a low workload, then the purpose of the partitio-
ning strategy may be offering certain quality of service (for
example, improving latency for those clients with the lowest
communication bandwidth).
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