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Abstract

In recent years, Distributed Virtual Environments
(DVEs) have become one of the major network applicati-
ons, mainly due to the enormous popularity of multiplayer
online games in the entertainment industry. Although the
workload generated by avatars in a DVE system has already
been characterized, the actual network traffic requirements
of multiplayer online games are usually limited (hidden) by
the available network bandwidth.

In this paper, we propose the measurement of the network
traffic requirements of the most popular MOGs by monito-
ring the network traffic generated by different game tour-
naments in a LAN Party. The network infrastructure was
explicitely designed and implemented for that event by a
Network Service Provider, achieving a sustained bandwidth
of 100 Mbps for each network interface. Therefore, the po-
tential bandwidth bottleneck was moved from the network
to another element of the system or application. The results
show that the aggregated bandwidth required by these ap-
plications is not higher than 1600 Kbps. Also, the results
show identical variations in the network traffic sent to some
of the clients by the game server. These results can be used
as a basis for an efficient design of MOGs infrastructure.

1. Introduction

The enormous popularity that multiplayer online games
have acquired nowadays has allowed a huge expansion of
Distributed Virtual Environments (DVEs). These highly in-
teractive systems simulate a 3-D virtual world where multi-
ple users share the same scenario. Each user is represented
in the shared virtual environment by an entity called avatar,
whose state is controlled by the user through the client com-
puter. The system renders the images of the virtual world
that each user would see if he was located at that point in
the virtual environment. Hundreds and even thousands of

client computers can be simultaneously connected to the
DVE system through different networks, and even through
the Internet. Although DVE systems are currently used in
many different applications such as civil and military dis-
tributed training [15], collaborative design [25, 18, 13] or
e-learning [4], the most extended example of DVE systems
are commercial, multiplayer online game (MOG) environ-
ments [30, 6, 11, 22, 2].

Different architectures have been proposed in order to
efficiently support multiplayer online games: centralized-
server architectures [28, 22], networked server architectu-
res [12, 3, 19, 20] and peer-to-peer architectures [17, 10,
7, 24, 23]. Figure 1 shows an example of a centralized-
server architecture. In this example, the virtual world is
two-dimensional and avatars are represented as dots. In
DVEs based on a centralized-server architecture, there is
a single server and all the client computers are connected to
this server. The server is in charge of managing the entire
virtual world. As a result, it becomes a potential bottleneck
as the number of avatars in the system increases. In fact, the
DVEs based on this architectures are the ones that support
the lowest number of clients.

Figure 2 shows an example of a networked-server archi-
tecture. In this scheme there are several servers and each
client computer is exclusively connected to one of these ser-
vers. This scheme is more distributed than the client-server
scheme. Since there are several servers, it considerably im-
proves the scalability, flexibility and robustness regarding
to the client-server scheme. However, it requires a load ba-
lancing scheme that assigns clients to servers in an efficient
way.

Figure 3 shows an example of a peer-to-peer architec-
ture. In this scheme, each client computer is also a ser-
ver. This scheme provides the highest level of load dis-
tribution. Although the first DVEs were based on centra-
lized architectures, during the last few years architectures
based on networked servers have been the major de-facto
standard for DVE systems [12, 3, 8]. However, each new



Figure 1. Example of a client-server architec-
ture

avatar in a DVE system represents an increase not only in
the computational requirements of the application, but also
in the amount of network traffic [19]. Due to this incre-
ase, networked-server architectures seem not to properly
scale with the number of clients, particularly for the case of
MMOGs [1], due to the high degree of interactivity shown
by these applications. As a result, Peer-to-Peer architectu-
res have been proposed for massively multi-player online
games[17, 16, 7].

Regardless of the underlying system architecture, DVEs
are network-based applications, and therefore the network
traffic requirements should be measured in order to design
scalable systems that efficiently support Multiplayer On-
line Games. The reason is that on the one hand MOGs are
the most popular real-time applications, making up around
half the top 25 types of non traditional traffic for some In-
ternet links [14]. On the other hand, MOGs have special
network requirements, due to their real-time characteristics
[26]. Despite the video game market is currently divided

Figure 2. Example of a networked-server ar-
chitecture

Figure 3. Example of a peer-to-peer architec-
ture

in more than ten types of sub genres (fighting games, role-
playing games, simulation games, etc.) [29], first person
shooter games (FPS) have focused the attention of the re-
search community. The reason for such interest is due to
the fact that FPS games impose the most restrictive requi-
rements on both network traffic and QoS, because of their
fast-paced nature [27]. In FPS games, the game is visuali-
zed in a first person perspective by users, who are located
in a 3D virtual scene (called map) holding a gun or similar
weapon [29].

In this paper, we propose the analysis of the IP traces
generated by different MOGs during different game tourna-
ments that took place within a LAN Party [21]. A LAN
Party is a great meeting of Internet fans. During some
days, they meet with their computers in a big place and they
share their passion for computers and Internet. Some of the
main events in the LAN Party consists of Multiplayer On-
line Game Tournaments, where different teams play among
them. The network infrastructure for the LAN Party was
explicitely designed and implemented for that event by a
Network Service Provider (Telefónica, S. A.), achieving a
sustained bandwidth of 100 Mbps for each network inter-
face. Therefore, the potential bandwidth bottleneck was
moved from the network to another element of the games.
We traced all the traffic exchanged with the game servers,
in order to measure the traffic requirements of Multiplayer
Online Games. The results show that the aggregated band-
width required by these applications is not higher than 1600
Kbps. The results also show that there are two kinds of
games. One of them shows an inbound traffic bandwidth
lower than the outbound traffic bandwidth. The other kind
of game shows an inbound traffic bandwidth whose average
values are very similar to the output traffic bandwidth va-
lues. Finally, the results show identical variations in the
network traffic sent to some of the clients by the game ser-
ver. These results can be used as a basis for an efficient



design of MOGs infrastructure. The proposed characteriza-
tion is essential to develop efficient optimization techniques
for these systems and also to design methods for providing
Quality of Service. Last years several proposals have been
made about characterizing the high-level abstraction of net-
worked games [26, 27, 9]. These studies have shown that
multiplayer online games have distinctive features in terms
of the effects of latency on users and user behavior. Nevert-
heless, to the best of our knowledge no proposal has been
still made about low-level workload characterization in net-
worked games.

The rest of the paper is organized as follows: section 2
describes the characterization setup for obtaining real traces
from the different game tournaments. Next, section 3 shows
the network requirements shown by the obtained traces. Fi-
nally, section 4 shows some conclusions and future work to
be done.

2. Evaluation Setup

During the Murcia LAN Party 2004 event [21], the game
servers were put in a subnet different from the one used by
the users. The different subnets were linked by a switch.
We monitored the switch where all the game servers were
connected, obtaining all the traffic (IP headers) generated
by the game tournaments.

Concretely, the MOGs played in the different tourna-
ments were the following ones: Quake III Arena, Coun-
ter Strike, Unreal Tournament 2004, Warcraft3, The Frozen
Throne, Need for Speed Underground, and FIFA 2004. Not
all the games were active at the same time, although some
of them overlapped during certain periods of time.

In order to capture the traffic, we used the Ethereal app-
lication [5]. This application allows to export in text format
the acquired data and use shell scripts for processing the tra-
ces as desired. We captured traces from the noon of October
the twenty third to the noon of October the twenty fourth,
with a total period of around twenty four hours. We have fil-
tered the trace file, selecting those traces belonging to dif-
ferent game protocols, and we have identified the servers
(both the IP addresses and the server ports (a single physi-
cal server can host different game servers) and the clients
involved in each game. At that point we have computed the
bandwidth required in each game, as well as other relevant
network parameters.

3. Evaluation Results

In this section, we analyze the network requirements
shown by the multiplayer online games. The main para-
meter to be analyzed is the network bandwidth required by
both the servers and the clients. Although we have analyzed

different games and different servers, due to space limitati-
ons we show here only the results for two representative
games and a representative server. The rest of the results
were very similar to those shown here.

3.1. Server Bandwidth Requirements

Figure 4 shows the traffic sent and received by a server
of the Counter Strike tournaments. In this figure, the Y-axis
shows the bandwidth (measured in Kbps) computed for the
server. The X-axis shows the time in units of ten seconds.
Figure 4 shows three different plots, one for the outbound
traffic bandwidth (packets going from the server to the cli-
ents), one for the inbound traffic bandwidth (packets going
from the clients to the server) and another for the aggrega-
ted traffic (outbound and inbound traffic). Each peak in the
figure can be considered as a different match of the game
tournaments. Figure 4 shows around each traffic peak the
number of clients participating in that match. In this way,
we can compute the average bandwidth required per client.
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Figure 4. Bandwidth requirements for a
CStrike server

Figure 4 shows that for the Counter Strike game the ma-
ximum aggregated bandwidth required is 1600 Kbps (the
match played from around 5’00 a.m. to around 6’00 a.m.
on October the 24th.), while the minimum is 600 Kbps. The
number of players in the former match is sixteen, while the
number of players in the latter one is fourteen. Another ge-
neral feature obtained for this game (Figure 4 only shows
one exception) is that the inbound traffic (received traffic)
bandwidth is significantly lower than the outbound traffic
bandwidth.

In order to summarize the results obtained for all the
Counter Strike tournaments, Table 1 shows the average va-
lues for all the Counter Strike matches. These average re-
sults correspond to eight different tournaments, and they



show not only the required bandwidth but also the average
bandwidth required per client computer.

Aggr. Bandwidth 1600 Kbps
Inbound B. 200 - 450 Kbps

Outbound B. 400 - 1100 Kbps
Inbound B. per client 30 Kbps

Outbound B. per client 74 Kbps

Table 1. Summary of results for Counter
Strike tournaments.

Figure 5 shows the traffic sent and received by a server of
the Quake Arena tournaments. These results are quite dif-
ferent from the ones shown in Figure 4. On the one hand,
the aggregated bandwidth required by this game is signifi-
cantly lower than the one required for the Counter Strike
tournaments. Effectively, Figure 5 shows that the aggre-
gated bandwidth is not greater than 300 Kbps, while for
the case of the Counter Strike game it reached 1600 Kbps.
On the other hand, Figure 5 shows that the inbound traffic
(received traffic) bandwidth is significantly higher than the
outbound traffic bandwidth. This is the opposite behavior to
the one shown by the Counter Strike game, where the traffic
sent by the clients to the server required a lower bandwidth.
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Figure 5. Bandwidth requirements for a
SQuake server

Finally, Table 2 shows the average values for all the
Quake matches. This table show that, as an average, the
traffic exchange that takes place in this game is even. Ef-
fectively, the inbound and the outbound traffic bandwidth
(both the overall and per client) show equal average values.

Aggr. Bandwidth 1000 Kbps
Inbound B. 550 Kbps

Outbound B. 550 Kbps
Inbound B. per client 25 Kbps

Outbound B. per client 25 Kbps

Table 2. Summary of results for Quake tour-
naments.

3.2. Client Bandwidth Requirements

We have also measured the total aggregated bandwidth
required by the different client computers participating in
the tournaments. Figure 6 shows the aggregated bandwidth
required by ten of the clients (for the sake of clearness we
have filtered six of the plots) during a single match. This
figure shows on the X-axis the time, measured in tens of
seconds. On the Y-axis, the figure shows the total aggrega-
ted traffic bandwidth consumed by the clients, measured in
Kbps.
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Figure 6. Bandwidth requirements for diffe-
rent clients playing Counter Strike

Figure 6 shows that all the plots have a sawtooth shape
with an almost flat slope. That is, all the clients require dif-
ferent bandwidth at different time instants, but the long term
bandwidth required is quite stable. Figure 6 also shows that
the considered clients can be divided into two groups. The
five clients that require a higher bandwidth shows almost
identical requirements, indicating that perhaps all of them
belong to the same team. The required bandwidth for these
clients is around 120 Kbps, while for the rest of clients the
required bandwidth ranges from 20 Kbps to 100 Kbps. It
is also worth mention that the instantaneous peaks suffered
by all the plots are produced at the same time for all the



clients. This behavior indicates that the bandwidth required
by a single client can be related to the bandwidth required
by the rest of clients. In order to find ti which extend this
assumption is true, we have studied separately the inbound
that the outbound traffic bandwidth requirements.

Figure 7 shows the outbound traffic bandwidth require-
ments for the same clients whose requirements are shown
in Figure 6. This figure shows plots whose shapes do not
overlap among them as they do in Figure 6. Also, the peaks
in all the plots are smaller than the peaks shown in Figure 6.
These results indicate that the output traffic generated by the
clients significantly differs from each other, not only in the
long-term required bandwidth, but also in the instantaneous
variations.
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Figure 7. Outbound bandwidth requirements
for the Counter Strike clients

Figure 8 shows the inbound traffic bandwidth require-
ments for the same clients whose requirements are shown
in Figure 6. This figures shows a behavior very similar to
the one shown in Figure 6. That is, the overlapping of the
plots in Figure 6 is due to the traffic generated by the server.
It seems that the server generated exactly the same traffic
for all the clients playing in the same team.

The behavior shown in the previous figures is explained
because the game clients should send short messages con-
taining basically the location of the client within the vir-
tual world and its movement direction. However, the server
should send the clients information about the state of the
system (statefull information about the virtual environment
of the client).

Table 3 shows a summary of the average results for
all the clients monitored in all the tournaments. This ta-
ble shows not only the results for the bandwidth (inbound,
outbound and aggregated bandwidth) but also the average
packet sizes and the average transfers performed (measured
as packets per second).
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Figure 8. inbound bandwidth requirements
for the Counter Strike clients

Total Outbound Inbound
Bandwidth 115 Kbps 47 Kbps 69 Kbps
Pack. Size 83 bytes 61 bytes 110 bytes
Transfers 173 pack./s 94 pack./s 78 pack./s

Table 3. Summary of client results

Table 3 shows that the bandwidth required for the traffic
sent by the clients is lower than the one for the traffic ge-
nerated by the server. Also the size of the packets sent by
the client is lower than the size of the received packets. This
feature is due to the fact the the server should sent clients in-
formation about the state of the match. The different size of
the packets is the reason for the higher number of transfers
from the clients to the server than the number of packets in
the opposed way.

4. Conclusions and Future Work

In this paper, we have proposed the measurement of the
network traffic requirements of the most popular MOGs by
monitoring the network traffic generated by different game
tournaments in a LAN Party.

The results show that the aggregated bandwidth required
by these applications is not higher than 1600 Kbps. Also,
the results show that there are two kinds of games. One
of them shows an inbound traffic bandwidth lower than the
outbound traffic bandwidth. The other kind of game shows
an inbound traffic bandwidth whose average values are very
similar to the output traffic bandwidth values. Finally, the
results show identical variations in the network traffic sent
by the game server to the clients.

These results can be used as a basis for an efficient de-



sign of the network infrastructure for supporting MOGs.
Thus, for the Counter Strike Game the network infrastruc-
ture should provide a sustained bandwidth of 47 kbps for
the outbound traffic of each client computer, and a sustai-
ned bandwidth of 85 kbps for the inbound traffic. For the
Quake III Arena a sustained bandwidth of 60 kbps is requi-
red for the outbound traffic of each client computer, and a
bandwidth of 200 kbps is required for the inbound traffic of
each client computer. On the server side, in order to pro-
vide good quality each server of the Counter Strike Game
needs a network infrastructure that provides the server with
an outbound channel of 85 kbps of sustained bandwidth for
each potential client. Each server of the Quake III Arena
needs an outbound channel of 60 kbps of sustained band-
width for each potential client.
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